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PREFACE

This is the sixth out of seven books planned to be published in a series as a
support to teachers and trainers in teaching public health in South Eastern Europe.
Originally planned to be on the internet platform only, the Forum for Public Health in
South Eastern Europe (FPH-SEE) and the MetaNET project as its continuation
together with the Hans Jacobs Publishing Company decided later to publish this
training material also as hard copy books. The first four books were published with
the support of FPH-SEE, and the last two with the support of MetaNET. Both projects
are supported by the German Academic Exchange Service (DAAD - Deutsche
Academic Austauschdienst) with funds from the Stability Pact for South Eastern
Europe, provided by the German Ministry of Foreign Affairs.

We are proud that this book will be published on the 10" year of the Public
Health Network in South Eastern Europe.

The book Methods and Tools in Public Health is a collection of 47 teaching
modules in 5 chapters written by 53 authors from 11 countries. The teaching modules
in this book cover areas of methods of studying population health, special epidemiological
methods and methods of public health interventions, methods of planning and evaluation and
modules as the supportive tools and technologies. Authors had autonomy in preparation
the teaching modules, they were asked to present their own teaching/training
materials with the idea to be as practical and lively as possible. The role of editors
was to stimulate the authors in writing modules and to collaborate with them in
editing the final version of the manuscripts in order to get them as much as possible to
the planned format. By preparing and publishing this teaching/training modules
authors and editors expect and wish to support and improve public health education
and training of public health professionals.

The editors asked and encouraged authors to incorporate in their teaching
modules exercises, tests, questionnaires and other practical forms of training. We will
be thankful for any comments on use of them in everyday practice.

The next and the last book will be entitled “International Public Health”.

You can find all volumes on the website of the Forum of Public Health:
http://www.snz.hr/ph-see/publications.htm, and the volumes 4-6 on the open access
Literature database of the University Bielefeld: http://biecoll.ub.uni-bielefeld.de.

Editors and Project coordinators:

Lijana Zaletel-Kragelj, Jadranka Bozikov,
Doris Bardehle, Luka Kovaci¢, Ulrich Laaser and Oliver Razum

October 2010
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Learning objectives

After completing this module students should be able to:

describe and explain basic measures of health and disease such as
incidence rate, cumulative incidence, prevalence, mortality rate, case-
fatality ratio;

calculate specified rates and proportions;

understand and explain persons-time concept;

describe methods for rates adjustment and understand the principles
and limitations of standardization;

understand epidemiological literature that uses and refers to the
concepts outlined above.

Abstract

The epidemiological research is inquiring into the frequency of occurrence
of states and events of health. The first-order focus needs to be on concepts
pertaining to rates of occurrence. A distinction between prevalence (of
states) and incidence (of events) is made. A population at risk must be
defined clearly. Any measure of occurrence is impossible to interpret
without a clear statement of the period during which the population was at
risk and the cases were counted. Farther on rates, one distinguishes
between the overall rate and specific rates will be made. This leads to the
concept of adjusted and this, in turn, to that of mutually standardized rates.

Teaching methods

The teaching method recommended:

the introduction lecture relating to basic definitions and concepts;
the distribution of the literature to small group (3-4 students);

the guided discussion within each group and added explanations;
the distribution of exercises to each group;

overall discussion.

Specific e work under teacher supervision/individual students’ work proportion:
recommendations 30%/70%;
for teachers o facilities: a computer room;

e equipment: computers (1 computer on 2-3 students), LCD projection
equipment, internet connection, access to the bibliographic data-
bases;

e training materials: recommended readings or other related readings;

o target audience: master degree students according to Bologna scheme.

Assessment of Written examination with calculation of rates.
students

Measurement of Health and Disease: An Introduction
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MEASUREMENT OF HEALTH AND DISEASE: AN
INTRODUCTION

Tatjana Pekmezovié

THEORETICAL BACKGROUND

Introduction
The fundamental epidemiological measure is the frequency with which the events of
interest (usually disease, injury, or death) occur in the population to be studied. The
targets in epidemiological investigations are populations.
The frequency of event can be measured in different ways, and it can be related to
different denominators, depending on the purpose of the research and availability of data (1).

Ratio, proportion, rate
Measures of health and disease include are ratios. The ratio is the value obtained by
dividing one quality by another; for example, sex ratio (or male to female ratio) (2).
We distinguish between proportions and rates:
1. The proportion is a type of ratio in whole the numerator is included in the
denominator. The ratio of a part to whole can be expressed as a (2):
e “vulgar fraction” (1/2),
e as a percentage (50%), and
e asadecimal (0.5).

2. The rate is a measure of the frequency of occurrence of a disease or other
health-related events. The components of a rate are:
e the numerator (number of events),
¢ the denominator (the specific period in which events occur), and usually
e amultiplier a power of 10 (10n).

A true rate includes the sum of time units of exposure for all people at risk
(person-time concept). It is useful in small populations. In large populations, a
mid-period population usually can be considered a good estimate of the average
number of people at risk, for the outcome during the time period. The mid-period
population, as approximation, is often used as the denominator (1). It is very
important to underline that the population at risk must be defined clearly. All
people who are not usually resident in that area, and those who are not at risk of
the event under investigation, must be excluded from denominator (3). A
difference between true rate and rate in a classical epidemiological sense is
presented in a separate module in this book.

The rates usually have values less than 1, and decimals are awkward to
think about and discuss. Therefore, rates are usually multiplied by a constant
multiplier (either 100 or else: 1,000, 10,000, 100,000, 1,000,000) in order to make
the numerator larger than 1 and therefore easier to discuss (1).

Measurement of Health and Disease: An Introduction
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Types of measures of occurrence

According to concept of incidence and prevalence

The most frequent measures of occurrence of health-related events include incidence

rate (IR), prevalence (PREV), cumulative incidence (CI), mortality rate (MR), and

case-fatality ratio (CFR).

1. The incidence rate.
The incidence describes the frequency of occurrence of new cases during the time
period. The incidence rate (person-time incidence rate, also called incidence
density) is the number of new occurrence of disease in the study population during
the time period, divided by the sum of time that each person in the population
remained under observation and free of disease. In other words, the denominator of
incidence represents the number of people who are at risk for developing of
disease. The incidence rate is direct indicator of risk of disease in a population
investigated and it is a measure of efficiency of preventive measures (4). This
measure is in details presented in a separate module in this book.
2. The cumulative incidence.

The cumulative incidence is the proportion of people who become diseased
during a specified period of time. Both numerator and denominator include
only those individuals who at the beginning of the period are free from the
disease and therefore are at risk of getting it. The cumulative incidence
depends on the incidence rate and the length of the period at risk. The
cumulative incidence (risk) and the incidence rate (person-time incidence rate)
can be mathematically related (Equation 1):

Cl=1—elm) Equation 1.

Cl = cumulative incidence
I = person-time incidence rate
t = length of follow-up

Different methods of calculation of cumulative incidence are in details
presented in a separate module in this book.

The cumulative incidence is a useful approximation of incidence rate when the
rate is low or when study period is short (5).

3. The prevalence.

The prevalence is the proportion of the population affected by a disease at a
given point in time. The proportion of population that has a disease at a point
in time (P) and the rate of occurrence of new disease during a period of time
(1) are closely related (Equation 2):

P=1xt Equation 2.
P = point prevalence

I = incidence
t = length of duration of disease

Measurement of Health and Disease: An Introduction
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Prevalence doesn’t show a risk. This measure is helpful in assessing the need
for health care and the planning of health services (4). In the medical and
public health literature, the word prevalence is often used in two ways:
e point prevalence: it is prevalence of the disease at a point in time;
e period prevalence: number of people have had the disease at any time
during a certain period of time.

4. The mortality rate.
The mortality rate is a number of deaths in a specified period of time in a
specified population (a mid-period population). Mortality is a measure of risk
of death in population and efficiency of preventive measures (5). The same
principles mentioned in the discussion of incidence apply to mortality: for a
rate to make sense, anyone in the group represented by the denominator must
have the potential to enter the group represented by the numerator.

5. The case-fatality ratio.
The case-fatality ratio is a number of deaths from a disease in a specified
period of time, divided by number of diagnosed cases in the same period. The
case-fatality ratio is a measure of the severity of disease and efficiency of
treatment procedures (6). In other words, the case-fatality ratio is a percentage
of people diagnosed as having a certain disease who die within a certain time
after diagnosis.

According to different type of adjustment
There are three broad categories of measures according to different type of
adjustment: crude measures, specific measures, and standardized measures.
1. Crude measures.
The measures that apply to an entire population, without reference to any
characteristics of the individuals in it are crude measures (for example, annual
mortality rate from all causes of death in country).
2. Specific measures.
Specific measures may be specific according to age, sex, cause or some other
characteristic (for example, annual mortality rate from breast cancer in
females).
3. Standardized measures.
Standardized measures are very useful in case when we compare two
populations with different age structure. In this way, effect of age as a
confounding variable may be controlled. The essential of standardization is
comparing the investigational populations with standard population with
known age structure. The standard population is a hypothetical population, and
choice of it depends on purpose of the analysis. For international comparisons,
European or World standard populations are favoured (7).
There exist two methods of standardization of epidemiological
measures, direct and indirect:
e in the direct method of standardization, the age-specific measures of
two (or more) populations to be compared are applied to a reference

Measurement of Health and Disease: An Introduction
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population known as the standard. This is done be multiplying each
age-specific measures of a population to be compared by the number of
persons in the corresponding age group of the standard population. This
way, one derives the expected numbers of deaths that would have
occurred in populations being compared. Dividing each of the total
expected numbers by the standard population leads to the adjusted or
standardized measures (8). The procedure is in details presented in a
separate module in this book.

o indirectly standardized measures compare the actual number of events
in an area with the expected number of events based on mortality
measures of a standard population. This method is often used to look at
differences in mortality rates, and is often referred to as standardized
mortality ratio (SMR). The standardized mortality ratio is ratio of
observed to expected number of deaths, expressed as a percentage. A
SMR greater than 100 indicates that the observed number of deaths
exceeds the expected number, and a SMR less than 100 indicates that
the observed number of deaths is less than the expected number. It can
also be used to look at other events such as, for example, hospital
activity. The observed figures comes from the local area, and the
expected from applying in the death rate in the standard population to
the local population. The following steps were used to calculate the
SMR:

— find the age-specific death rates in the standard population;

— find the age-specific populations in observed area;

— calculate the expected deaths in each of the age groups by
multiplying the population in area A by death rate in the
reference population;

— add up the number of deaths in each age group to get the total
number of expected deaths.

Indirect standardisation is more robust with small humbers and avoids
the distortions caused by direct standardisation based on unstable age-
specific rates (3,7).

The decision to use crude, standardized, or specific measures depends on the
information that an investigator is trying to obtain or impart:

crude measures represent the actual experience of the population and provide
data for the allocation of health resources and public health planning.
Although they are easy to calculate and widely used for international
comparisons, the fact that the values may be confounded by differences
between underlying population structures make any observed differences in
crude measures difficult to interpret.

specific measures are un-confounded by that factor and provide the most
detailed information about the pattern of the disease in a population.
standardized measures provide a summary value that removes the effect of the
differences in population structure to allow for valid comparison between
groups or over time. The actual value of the standardized measures is

Measurement of Health and Disease: An Introduction

METHODS AND TOOLS IN PUBLIC HEALTH 7



meaningless, however, since it has been statistically constructed based on the
choice of a standard.

Finally, depending on the nature of the information required, one or a combination of
different measures can be chosen (9).

CASE STUDY: MORTALITY RATES FROM BREAST
CANCER IN WOMEN IN TWO UNITS IN BELGRADE

Introduction
In two urban units in Belgrade, mortality rates from breast cancer (BC) in women
were as presented in Tables 1 and 2.

Table 1. Mortality rates (Mt) from breast cancer (BC) in women from urban unit A in Belgrade.

Age group No. of women No. of deaths from Mt/100,000
BC

0-19 25,138 0 0
20-29 14,961 1 6.68
30-39 18,249 3 16.64
40-49 17,251 8 46.37
50-59 16,849 23 136.51
60-69 13,187 13 98.58
70+ 9980 9 90.18
All ages 115,615 57 49.30

Table 2. Mortality rates (Mt) from breast cancer (BC) in women from urban unit B in Belgrade.

Age group No. of women No. of deaths from Mt/100,000
BC

0-19 6722 0 0
20-29 3545 0 0
30-39 5832 1 17.15
40-49 5173 3 57.99
50-59 4770 5 104.82
60-69 6485 7 107.94
70+ 5554 9 162.04
All ages 38,081 25 65.65

Comparison of overall and age-specific mortality rates
First, we will show how overall and age-specific mortality rates from BC could be
computed and compared.
Following questions could be posed:
1. Are mortality rates higher in units A or unit B?
2. Are there reasons for this situation?

Measurement of Health and Disease: An Introduction
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3. How can the difference between age-specific and crude mortality rates be
explained?

4. How could the problem of comparability be overcome?

5. What is essential in standardization?

6. How can the standard population be chosen?

In example mentioned above, we chose World population as a standard. Calculation
of standardized mortality rates for BC in units A and B are summarized in Table 3.

Table 3. Calculation of standardized mortality rates for breast cancer in urban units A and B in

Belgrade.
Unit A Unit B
@) (&) ®) 2x3) (®) 2x5)
Age group Standard Mt/100,000 No. of Mt/100,000 No. of
population expected expected

deaths deaths
0-19 40,000 0 0 0 0
20-29 16,000 6.68 1.07 0 0
30-39 12,000 16.64 1.97 17.15 2.06
40-49 12,000 46.37 5.56 57.99 6.96
50-59 9,000 136.51 12.29 104.82 9.43
60-69 7,000 98.58 6.90 107.94 7.56
70+ 4,000 90.18 3.61 162.04 6.48
No. of all 31.40 32.49

expected deaths

Computation of standardized mortality ratios (SMR)
In continuation, we can pose a question, what are the standardized mortality rates
from BC in units A and B?

For answering to this question, we will use data from the following table
(Table 4) (Adapted from Hennekens&Buring, 1987) (9):

Table 4. Computation of standardized mortality rates. Adapted from Hennekens &Buring,

1987 (9).
Age group Population Mt/100,000 No. of expected  No. of observed
deaths deaths
@) @ @) 2x3) 4)
10-19 74,598 12.26 9.14 10
20-29 85,077 16.12 13.71 20
30-39 80,845 21.54 17.41 22
40-49 148,870 33.96 50.55 98
50-59 102,649 56.82 58.32 174
60-69 42,494 75.23 31.96 112
Total 534,533 181.09 436

Measurement of Health and Disease: An Introduction
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Final calculation is presented in Equation 3.

SMRyg_69years = % x100=241 Equation 3.

EXERCISE

Teaching methods for this topic, among others, would be included the distribution of
different exercises in small groups of students and calculation and explanation of
different measures of health-related events. All tasks are adapted from Gordis (6).

Task 1
In 1997, there were 39 cases of myocardial infarction in town A among people aged
50-54 years. The number of person-time was 515,212 in that age group. Calculate the
incidence rate of myocardial infarction.

Task 2
A sample including 2368 women at the age group 70-74 years was selected from the
population of town B. After examination, 80 were assigned the diagnosis of
rheumatoid arthritis. Calculate the prevalence of this disease.

Task 3
Of 229,400 children born in a given region, 411 had one congenital malformation at
birth. Which measure of occurrence of congenital malformation can be calculated?
Calculate this.

Task 4
Assume that in a population of 100,000 persons, 20 have disease X. In one year, 18
people die from that disease. Calculate the mortality rate and case-fatality ratio.
Explain why the same disease has low mortality rate and case fatality ratio?

Task 5
In a study in the country A, the frequency of stroke was measured in 228,525 women
who were 30-45 years of age and free from coronary heart disease, stroke and cancer
in 1997. A total of 546 stroke cases were identified in the 10 years of follow-up.
Calculate cumulative incidence.

Measurement of Health and Disease: An Introduction
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ASSESMENT OF STUDENTS (type of questions)

1.

2.

3.

The incidence rate of disease is 5 times greater in women than in men, but the
prevalence shows no sex difference. The best explanation is:
The crude all-cause mortality rate is greater in women.

A. The case-fatality ratio for this disease is greater for women.

B. The case-fatality ratio for this disease is lower for women.

C. Risk factors for developing the disease are more common in women.

Which of the following is a good measure of the severity of a acute disease:
cause-specific death rate

survival rate

case-fatality ratio

. standardized mortality rate

non of the above.

moow»

Age-adjusted death rates are used to:

correct death rates for errors in the statement of age.

determine the actual number of deaths that have occurred in specified
age groups in a population.

correct death rates for missing age information

. compare deaths in person of the same age group

eliminate the effects of difference in the age distributions of populations
in comparing death rates.

w >

mo o
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PROBABILITY — BASIC CONCEPTS

Jadranka Bozikov

THEORETICAL BACKGROUND
Random event is any event that does not have to occur unconditionally in a given
moment but can occur with some probability (1). Intuitively, probability is the
measure of how likely an event is. It can be undersood also as frequency of
occurrence of a phenomenon (or outcome) in a large number of attempts or during
prolonged time. Thus, for example, we find that the probability of "head" as an
outcome of a coin toss is equal to 1/2 (just like a "tail"). What we individually
consider to be random (i.e. the outcome of "head" in coin toss), in large mass (after a
large number of experiments) lose character of coincidence and behaves according a
certain rules. With this interpretation we can define probability as a frequency
(relative frequency) of the occurrence of an outcome or a set of outcomes. If we want
to be more precise we will define it as the limit value (limes) of relative frequency
(when it comes to very large, borderly endless number of experiments).

If the subject of our study is final population (final set) of n events or
outcomes, and the event X is expected to happen m times we assign to it P(X) (P after
Probability) (Equation 1).

P(X) = % Equation 1.

We say that m is the number of favourable events (i.e. outcomes of an experiment), n
is the number of possible events (the probability is therefore the relative frequency of
occurrence of some event or outcome). It is obviously true that :

0<(X)<1

Often we express the probability as percentage (relative frequency multiplied by 100).
If P(X)=0 we say that X is impossible event. X is assured event (must-happend)
when P(X)=1.

Random experiment is each process that results in one of several possible
outcomes (1). This may be a coin toss (two possible and equally probable outcomes), but
also gender of the next comming patient who may be a woman or a man with a certain
probability, or outcome of treatment of some malignant diseases (possible outcomes are
“died” or “cured”). Individual outcomes of such experiments are called elementary
events (or atomic events). All elementary events together make a full (comprehensive)
set of elementary events also called sample space. This set is obviously a universal set
for a particular experiment. Elementary events are mutually excluded (are disjoint or
disiunct) and all together exchauste the entire sample space.

Terms elementary event and event should be distinguished. Event is defined as any subset
of sample space. According to the definition each event is union of elementary events and

Probability — Basic Concepts
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every elementary event is an event but not vice versa. Events, elementary and non-
elementary, are sets and theory of sets is thus correspondingly applicable to the probability
theory and Venn diagrams are used for the presentation of both (Examples 1 and 2).

Sample space (or set of all elementary events) in a coin toss has only Example 1.
two elements, “head” and “tail”. If the coin has been tossed twice,

then the sample space has four elements, i.e. U=(HH, HT, TH, TT),

where H means "head" a T "tail."

Examples of the events are: "at least one head" equals to
{HH, HT, TH}, "two same outcomes" {HH, TT}, etc.

If the experiment is a single 6-sided die roll, sample space is
aset{l, 2, 3, 4,5, 6}. Examples of events are: "even number” ({2, 4,
631 ,2, 3, 4, 5, 6}), "odd number" ({1, 3, 5}{1, 2, 3, 4, 5, 6}),
"number is less or equal to 3" ({1, 2, 3}{1, 2, 3, 4, 5, 6}), "3 or 5"
({3,5}{1, 2,3,4,5, 6}) etc.

In the case of coupling of laboratory animals with genotypes Bb and Example 2.
Bb, sample space is (BB, Bb, bb, bb). The event can be "descendant

heterozygote", "descendant homozygote" or "descendant, dominant

gene carrier."

Analoguous to sets operations we are defining union and intersection of events
as well as the complement of an event. The union of two sets A and B is a set
obtained by combining all the members of the sets A and B i.e. the union of two sets
is the set of elements which are in either set (1). The union of two events is an event
consisted of all elementary events belonging to either event. The intersection of two
sets is the set of elements which are in both sets and analoguous the intersection of
two events consists of all elementary events contained in both sets. Complement of an
event A consists of all elementary events that do not belong to the event A.
Symbolically this is shown in Figure 1.

: . :

a) b) ©)

Figure 1. Venn's diagrams for ossible relations of events: a) union of events A and B, b)
intersection of events A and B, ¢) complement of an event A",

From the definition of complementary event arises: if the probability of an
event, A is equal to P(A), then the probability that the event would not occur (also

called the complementary event A") is equal to 1— P(A) (Equation 2).
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P(A)=1-P(A) Equation 2.

This is easy to prove because event A' consists of all elementary events that do not
belong to A and their number must be n-m (where m indicates the number of
elementary events in A, and n total number of elementary events in a sample space),
then (Equation 3):

pa)="—"

=1-P(A) Equation 3.

Following are Axioms and theorems of the probability theory. E;, i=1,...,n
denote elementary events.

Probability theory is based on three axioms (some of them we already
mentioned defining probability) (Equations 4-6):

0< P(Ei)Sl Equation 4.

n
P(Ei ) =1 Equation 5.

i=1
P(Ei U E; ): P(Ei )+ P(Ej) Equation 6.

It reads:
1. Probability of each elementary event is greater or equal to 0 and less or equal
to 1.

2. Sum of all probabilities of elementary events is 1. In other words this means
that one of the elementary events must occur.

3. For every two elementary events valid is that probability of occurance of
either one of them is equal to the sum of their probabilities.

From these axioms are derived the rules related to events in general (not necessarily
elementary events):

Additivity
If A and B are disjoint events (there is no elementary event to realize and A and B in

the same time), AUB denotes new event that happend when either A or B occur and
its probability is given with (Equation 7):

Probability — Basic Concepts
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P(AUB)=P(A)+P(B) Equation 7.
Consequently, for series of k mutually disjoint events A; is (Equation 8):

P(ALUA, UAU..UA)=P(A)+P(A) +P(A) +... + P(A

Equation 8.

It is important to notice: it is valid only for mutually disjoint events. It is not valid
generally for any events. Generally it is (Equation 9):

P(AUB)=P(A)+ P(B)-P(ANB) Equation 9.

Multiplication
Suppose that two events A and B do not exclude each other but they may come at the
same time. Occurrence of events A and B at the same time is a new event, realised by
elementary events that are in the intersection of A and B. The probability of this new
event is (Equation 10):

P(ANB)=P(A)xP(B) Equation 10.

Conditional probability
Often, we are interested in the probability of occurence of an event if another event
previously occurred. If A and B are events then the probability of event A under the
condition that event B occurred previously is called conditional probability and is
denoted as P(A|B) what reads “probability of A given B”, where by definition of
probability (the ratio of the number of favourable outcomes and possible outcomes)
gives (Equation 11):

P(ANB)

P(A|B) = P(B)

Equation 11.

In presentation of events by Venn diagrams we can imagine that area of an event (set)
is appropriate to its probability (where sample space or complete set of elementary
events is denoted by U and its probability is 1, i.e. P(U)=1) the above expression
means that the probability of event A given B is equal to the ratio of area ANB and
the area of set B. In other words, it is the area of intersection A with B (ANB) taken
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relatively to area B, and it is equal to non-conditional probability P(ANB) in case B is
sample space (complete set of elementary events).

In order to better understand the concept of conditional probabilities consider
the following example (Example 3):

Random sample of 1500 examinee of both genders were tested on Example 3.
colour blindness and results presented in Table 1 were obtained

Table 1. Results of testing on colour blindness between sexes.

Sex
Males Females Total
Colour blindnes ~ Yes 65 10 75
No 735 690 1425
Total 800 700 1500

Random sample of 1500 examinee of both genders were tested on Example 3.
colour blindness and results presented in Table 1 were obtained. cont.
Events are: M (to be male) and S (to be colour blind).
We can calculate:
1. The probability that someone is colour blind, if he is male:
P(S|IM)=P(SNM)/P(M)=65/800=0.08125(8.125%)
2. The probability that someone is colour blind, if she is
female.
P(SIM)=P(SNM")/P(M")=10/700=0.01429(1.429%)

We can determine:

1. What are complementary events to the above events:
P(S'IM)=1-P(S|M)=735/800=0.91875
P(S'M)=1-(S|M")=690/700=0.98571

2. P(S) in the general population (probability of colour
blindness in general population). However, we should
notice that it depends on the population composition i.e.
proportion of men/women in the population!

It is clear that measures of test validity described in Module 2.4.1 in this book are
conditional probabilities as follows (Equations 12 and 13):

o P(ONB)
sensitivity = P(O|B) = ———= ion 12.
ty ( | ) P (B) Equation 12

e P(O'B'
specificity = P(O'| B') = % Equation 13.
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Analogous the complementary probabilities to the sensitivity and specificity, false
negative rate (FNR) and false positive rate (FPR) are (Equations 14 and 15):

FNR=P(O'| B) Equation 14.

FPR=P(O|B") Equation 15.

Bayes' theorem
Let’s suppose that By, B, By is a series of disjoint events. It is necessary to
clarify that the particular sequence means that union of sets B;, i=1,...,k exhausted
or fill in the entire sample size i.e. B;UB,u...UB=U, and since the B; are
mutually disjoint the sum of their probabilities is equal to 1, i.e.
P(B1)+P(B,)+...+P(By)=1.

If O is an event P(O|B;) is called likelihood (usually these conditional
probabilities are known P(O|By), i=1,...,k) and then (Equation 16):

P(B;|0) = PO IE&é)P(B') Equation 16.

where (Equation 17):

P(O)=P(O|B;)-P(B,)+P(O|B,)-P(By)+...+ P(O| By )-P(By) Equation17.

This theorem was formulated by Thomas Bayes in 1764. This is only one form of
Bayes' theorem (for one event O and there is a more complex form, too). Bayes'
theorem shows the relation between two conditional probabilities which are the
reverse of each other.

Confirmation is simple: according to definition of conditional probability
(Equations 18 and 19):

P(Bi | O) = P(FB)'(—Q)O) Equation 18.
as well as
P(ON B,
P(O | Bi) = % Equation 19.
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From the above equations hence is follows that (Equations 20 and 21):
P(B,N0O)=P(B, |O)x P(O) Equation 20.
and
P(ONB)=P(O|B,)xP(B) Equation 21.
Since left sides of Equations 20 and 21 are equal (intersection operation is
commutative i.e. P(Bin0O)= P(OnBj))), it follows (Equation 22):
P(B;|10)-P(0)=P(O|B)-P(B)

= .
= (O | Bi ) P ( Bi ) Equation 22.

P(B, 10) == s

This is statement that should be proven. It is evident that it is also valid (Equation 23):
P(O)=P(0O|B,)-P(B,)+P(O|B,)-P(B,)+...+ P(O| By)-P(B,) Equation 23.
since Bj, i=1,...,k, are mutually disjoint events and exhausted out entire sample space.
That is why all OnB;, i=1,...,k are mutually disjoint and exhausted out the

entire O (since O=0N(B1uB2u...UBk)=(ONB1)u(0ONB2)u....u(0ONBy) and P(O)
is equal to the sum of probabilities P(ONBi), i=1,...,k) (Equation 24).

P(O) = P(O ﬂ Bl) + P(O ﬂ Bz) +.+ P(O ﬂ Bk) Equation 24.
If we put P(OnB;)=P(O|B;))*P(B;) we will get above form for P(O) as follows
(Equation 25):
P(O)=P(O|B,)-P(B;)+P(O|B,)-P(B,)+...+P(O|B,)-P(By) Equation25.
With the use of Venn’s diagram we can present this as shown in Figure 2 for k=4.
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Figure 2. Venn diagram for Bayes' theorem.

For case k=2 there are two sets, B1 i B2 that are complementary, so we can write
B1=B and B2=B’, so Bayes’ theorem in that simplest form looks like (Equation 26):

_ P(O[B)-P(B) _
P(B | O) = P(O | B)- P(B) N P(O| B')- P(B') Equation 26.

That is the form used as measure of test validity if marks: B mean sick, B’ healthy, O
positive test result, O' negative test result (see Module 2.4.1).

EXERCISE

Task 1
Try the following:

o check that additivity of probability for disjoint events is only special case of
general additivity.

o calculate the probability of complex events, "get a number less or equal to 3"
or "get even number" in the above-mentioned example with die roll.

e calculate the probability of event "birth of carrier of the dominant gene” for
different combinations of genotypes of parents in the example mentioned
above.

Task 2
If the probability of blue hair is 0.30 and the probability of black eyes 0.20.
calculate the probability of occurrence of blue hair and black eyes.

Probability — Basic Concepts
METHODS AND TOOLS IN PUBLIC HEALTH 21




Task 3

Please interpret the probabilities: P(O|B), P(O/B’), P(B) i P(B”).

REFERENCE

1.

Grinstead CM, Snell JL. Introduction to probability. Introduction to Probability,
2nd edition. Providence, RI: American Mathematical Society; 2003. Available
from URL:
http://www.dartmouth.edu/~chance/teaching_aids/books_articles/probability book/
pdf.html and www.astrohandbook.com/ch17/intro_probability.pdf. Accessed: May
20, 2010.

RECOMMENDED READINGS

1.

2.

3.

Bayes’ Theorem. Standford Encyclopedia of Phylosophy. Available from URL:
http://plato.stanford.edu/entries/bayes-theorem/. Accessed: June 24, 2010.

Bayes’ Theorem. Wikipaedia— the free encyclopaedia. Available from URL:
http://en.wikipedia.org/wiki/Bayes' theorem. Accessed: June 24, 2010.

Grinstead CM, Snell JL. Introduction to probability. Introduction to Probability,
2nd edition. Providence, RI: American Mathematical Society; 2003. Available
from URL:
http://www.dartmouth.edu/~chance/teaching_aids/books_articles/probability book/
pdf.html and www.astrohandbook.com/ch17/intro_probability.pdf. Accessed: May
20, 2010.

Probability — Basic Concepts

22

METHODS AND TOOLS IN PUBLIC HEALTH


http://www.dartmouth.edu/~chance/teaching_aids/books_articles/probability_book/pdf.html
http://www.dartmouth.edu/~chance/teaching_aids/books_articles/probability_book/pdf.html
http://www.astrohandbook.com/ch17/intro_probability.pdf
http://plato.stanford.edu/entries/bayes-theorem/
http://en.wikipedia.org/wiki/Bayes'_theorem
http://www.dartmouth.edu/~chance/teaching_aids/books_articles/probability_book/pdf.html
http://www.dartmouth.edu/~chance/teaching_aids/books_articles/probability_book/pdf.html
http://www.astrohandbook.com/ch17/intro_probability.pdf

METHODS AND TOOLS IN PUBLIC HEALTH

A Handbook for Teachers, Researchers and Health Professionals

Title

ORGANIZING AND DESCRIBING DATA

Module: 1.2.1

ECTS (suggested): 0.40

Author(s), degrees,
institution(s)

Lijana Zaletel-Kragelj, MD, PhD, Associated Professor
Chair of Public Health, Faculty of Medicine, University of Ljubljana,
Slovenia

Address for Lijana Zaletel-Kragelj

correspondence Chair of Public Health, Faculty of Medicine, University of Ljubljana,
Slovenia
Zaloska 4, Ljubljana, Slovenia
E-mail: lijana.kragelj@mf.uni-lj.si

Keywords Data organization, data description, statistical distribution, typical value, ratio

Learning objectives

After completing this module students should:
¢ know how to organize data for statistical and epidemiologic description;
e be familiar with basic statistical description of data (frequency
distribution, typical values of distribution);
¢ be familiar with basic epidemiologic description of data, and
o be aware of existence of different ratios, used in epidemiology.

Abstract

As in every other profession also in public health (PH) the research process
(in this profession the research issue are different kinds of health problems
of a population and their determinants) takes a very important role.
Organizing and describing data is the very beginning of this process.

The module is describing basic principles of statistical and
epidemiologic description of data

Teaching methods

An introductory lecture gives the students first insight in characteristics of
organization and description of data, statistical and epidemiologic. The
theoretical knowledge is illustrated by three case studies.

After introductory lectures students first carefully read the theoretical
background of this module and complement their knowledge with
recommended readings. Afterwards they on provided data set in pairs
perform two extensive tasks. They use computer programme to complete
their exercise. They are stimulated to compare results with results of other
pair and discuss the differences.

Specific o work under teacher supervision/individual students’ work proportion:
recommendations 30%/70%;
for teachers o facilities: a lecture room, a computer room;
e equipment: computers (1 computer on 2-3 students), LCD projection,
access to the Internet and statistical programmes (recommended
SPSS);
e training materials: recommended readings or other related readings;
e target audience: master degree students according to Bologna scheme.
Assessment of Written report on analysis of a given data set.
students
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ORGANIZING AND DESCRIBING DATA
Lijana Zaletel-Kragelj

THEORETICAL BACKGROUND
Introduction

Why to organize and describe the data in public health
As in every other profession also in public health (PH) the research process takes a
very important role. In PH the research issue is different kinds of health
states/problems of a population (i.e. diseases, disabilities, injuries, deaths), and their
determinants (1-6) Organizing and describing data is the very beginning of this
process.

Research process in public health
The phases of this process are similar to other research processes in medicine (i.e.
in clinical medicine, laboratory medicine etc.) and in fact represent very
important part of total process of solving health problems. The phases are as
follows (Figure 1):
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Figure 1. The levels of research process in public health.
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perception of a health problem,

description of the problem,

analysis of the problem,

searching for possible measure for solving the problem,

the final definition of the measure,

testing safety and efficiency of the measure on human beings,
mass application of the measure on individuals,

observation of a long-term safety and efficiency of the measure.

N~ WNE

In the first part of the process we are describing and analyzing the problem from the
population level through level of an individual to the laboratory level (Figure 1)
aiming at discovering the most appropriate measure for solving it. In the second part,
first testing of safety and efficiency of the measure at the level of an individual before
mass application takes its role, and afterwards the evaluation of efficiency at the
population level. In solving some health problems the individual level could be
skipped (in phenomena which could not be measured at an individual level like
different kinds of environmental or community phenomena).

In process of organizing and describing of the data in PH research statistical
methods take very important role. The relationship between PH, epidemiology and
statistics is as follows:

1. PH is defined as one of the efforts organized by society to protect, promote, and
restore the people’s health. It is the combination of sciences, skills, and beliefs that
is directed to the maintenance and improvement of the health of all the people
through collective or social actions (1,4,7). One of these sciences also being one of
important branches of medicine science itself is epidemiology.

2. Epidemiology in its broadest sense is defined as the study of the distribution of
health states (different kinds of diseases or other phenomena related to the
health of the people) and their determinants in specified populations, and its
application to the control of health problems (1,4,7). Statistical methods
represent one of the most powerful tools in epidemiology.

3. Statistics is defined as the science and art of collecting, summarizing and
analyzing data that are subject to random variation (1). It is represented by a
huge set of different methods adequate for different situations. Statistical
methods take their role in (1,4):

e description of health phenomena - descriptive statistics - and are
used in descriptive epidemiology (activities to study occurrence of
disease or other health-related characteristics in human population;
it is concerned in where, when and how frequent such phenomena
are), and

e analyzing of health phenomena - the methods of analytical statistics -
and are used in analytic epidemiology (usually concerned with
identifying or measuring the effects of risk factors, or with the health
effects of specific exposure).
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Organizing data

Data matrix
For quality research it is of basic importance to have data well organized and prepared
for both description and analysis. As the methods for both kinds of activities are
statistical methods it is very important to follow the rules of preparing the data in an
adequate structure for statistical analysis.

The appropriate structure is data matrix (1). This is the structure in which data
of all observational units and all observed attributes of units are organized in a table
(Figure 2). The basic element of this table is a cell. The cells are organized in a matrix
with rows and columns. The meaning of elements of this table is as follows:

1. Cell — the record of a piece of information (lat. datum) on single attribute

(variable) of a single unit of observation (statistical unit),

2. Row - the record of values of all variables for a single unit,
3. Column - the record of values of all units for a single variable.
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Figure 2. Organization of data for statistical description and analysis.

Statistical description of data

Overview of foundations of statistics
Basic statistical concepts
There exist four basic concepts in statistics (1,4,8,9):

1. Statistical population— the whole collection of units of phenomenon under
study subjected to statistical methods,

2. Statistical unit — every single element (member) of statistical population,

3. Statistical variable — every single characteristic (attribute, phenomenon) of
statistical unit under study,
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4. Statistical sample — a selected subset of a statistical population; it may be
random or non-random; may be representative or non-representative.

All these concepts are closely related to each other:

e when we are performing statistical observation of a certain phenomenon, the
subject of interest is a whole mass of members, called statistical population,

e one single member of this mass is called unit of observation or statistical unit,

o the units have the attributes of their own. As these attributes can have different
values (they vary), we call them variables,

e usually we cannot observe the whole population under study, so we draw a
sample from the population. In that case we describe first the statistical
features of the sample and then we generalize them to the population.

The relationship among basic concepts is also shown in Figure 3.
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Figure 3. Basic concepts in statistics and the relationship among them.

The key concept in statistics is the concept of statistical variable or more
precisely the concept of random variable or variate (1,10,11). According to Last et al.,
a variate is a variable that may assume any of a set of values, each with a pre-assigned
probability (1).

Concepts, related to statistical activities
In statistics we can perform the following kinds of activities (8,9):

1. Statistical description — the process of summarizing the characteristics of data
under study (at the sample or population level); we call this process descriptive
statistics,

2. Statistical relationship analysis - the process of analysis of relationship between
dependent (effect) and one or several independent (causes) variables (phenomena),
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3. Statistical inference — the process of generalization from sample data to
population, when the observation is not performed in a total population, but only
in (representative) sample, usually with calculated degrees of uncertainity; we
call this process inferential statistics.

If we observe the total population we perform only the methods of descriptive statistics.
When only the sample is available we usually need to perform description and inference
while relationship analysis could be performed in both situations.

Which methods are to be used depends on statistical features of variables under
research.

Concepts, related to statistical variables
Statistical description and inference are closely related to the concept of statistical
variable. Here we shall introduce some other concepts, also closely related to it.

Values of variables and their distribution. The first two important concepts are:

1. variable values — every single variable can take two or more different values,

2. distribution of variable values — the complete summary of the frequencies of
the values of a single variable (some of the values are more frequent than the
others); it can tell the number or the proportion of the whole group of
observations to be of each value out of all observations.

Classifying variables. The variables, or more precisely their values, could have various
statistical features. Regarding these features they could be classified in several ways
(1,4,12):

1. Regarding the expression of their values to:

e numerical variables — variables, values of which are expressed by numbers
(e.g. weight, number of patients per day),

e categorical (qualitative, attributable) variables or attributes — variables,
values of which are expressed only by description (e.g. sex),

2. Regarding the possibility of infinitive number of their values to:

e continuous variables — variables with potentially infinite number of
possible values along a continuum (e.g. weight, height),

e discrete variables — variables values of which could be arranged into
naturally or arbitrarily selected groups of values (e.g. number of
patients per day),

3. Regarding the ordinality of values to:

o ordinal variables — variables values of which are classified into ordered
categories (e.g. social class),

e nominal variables - variables values of which are classified into unordered
categories only by equality or inequality (e.g. race, religion, country),

4. Regarding the number of distinct values to:

e dichotomous or binary variables — variables with only two possible values,
often contain information of having the characteristic of interest or not,

e polytomous variables — variables with more than two possible values,

5. Regarding the interrelationship between two or more variables to:
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e dependent variables — variables values of which are depending on the
effect of other variables (independent variables) in the relationship under
study,

e independent variables — variables that are hypothesized to influence the
values of other variables (dependent variables) under study.

All these classifications could be related to each other. When we put the classification
on numerical and categorical variables in the central position and link it to all other
classifications, then we get (Figure 4):
e numerical variables are continuous or discrete, only ordinal and polytomous and
they could be dependent or independent,
o categorical variables are only discrete, dichotomous or polytomous, ordinal or
nominal and they could be dependent or independent.

CONLINUOUS et — = polytomous
discrete ——a— binary

| |— NUMERICAL |

:

dependent ordinal
independent norminal

Figure 4. Various classifications of variables and the linkage of classification into numerical
and attributable variables with all other classifications.

This linkage leads to formation of types of variables.

Types of variables. Usually we are classifying variables into four main types of
variables (5,13):

1. Numerical continuous variables,

2. Numerical discrete variables,

3. Categorical ordinal variables, and

4. Categorical nominal variables.

This sequence of types of variables represents also their hierarchy regarding the
amount of information encompassed in each of them. In the direction from numerical
continuous to categorical nominal variables, the amount of information is decreasing.
In this direction also the transformation from one type to another is possible but it is
not possible in the opposite way (Figure 5).
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What does the amount of information means and what means reducing it,
would be more understandable in an example presented in Case study 2.

In the phase of planning and designing the study it is very important to be
aware that the information could be reduced anytime but could never become more
precise unless we acquire it once again.

numerical continuous variables

the direction of
numerical discrete variables reduction of information

categorical ordinal variables
the direction of possibility

categorical nominal variables of transforming variables

Figure 5. Hierarchy of types of variables regarding the amount of information encompassed in
each of them.

Classifying the variables into right types is very important for deciding which method is
to be used in describing variables, and examination of the relationship between them.

Concepts related to probability distributions
Some of variable values are more frequent than the others — they are more probable.
The way how frequent the values of the particular variable are is called probability
law of the variable. The distributions of values of variables are therefore called
probability distributions. According to Last et al., probability distribution for a
discrete random variable is the function that gives the probabilities that the variable
equals each of a sequence of possible values, while for a continuous random variable
is often used synonymously with the probability density function — the frequency
distribution of a continuous random variable (1). We could roughly classify
probability distributions into two groups:
1. Empirical probability distributions — distributions observed in real situation,
2. Theoretical (mathematical) probability distributions — mathematical
idealization of distributions observed in real situations.
By far the most important theoretical probability distribution is known
as Normal or Gaussian distribution (1,4,8,9,11,14).
Other also important theoretical distributions (all of them are families of similar
distributions, varying with regard to the number of observations) are (1,4,8,9):
e Student’s t distribution,
binomial distribution,
chi-square distribution,
Poisson distribution,
Fisher’s F distribution.
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Theoretical probability distributions are very important as many statistical
methods are based on the assumption that the observed data are a sample
drawn from a population with known distribution. If such assumption is
reasonable (it could never be checked whether it is true) the use of statistical
methods becomes simple. But here we have to warn that if the assumption of
distribution under study is not reasonable and we proceed with the activities,
we could make the misleading conclusions.

Process of statistical description of data
Statistical description of data is a set of consecutive procedures used for describing
the empirical distributions in an agreed way. The result of these procedures is:
1. Description of a shape of distribution, and
2. Determination of measures which summarize the features of the shape.

When statistically describing data we can choose between methods that make
assumptions on theoretical probability distributions, called parametric methods
(the origin of this term will be discussed later) and those which make no such
assumptions, called non-parametric or distribution-free methods (8,9,14).

Presenting Data
Presentation of data could be numerical or graphical.
1. Numerical data presentation - ordered series and frequency distribution.
The very first step in describing data statistically is to put data in order by making
first an array and then a frequency distribution table:

e ordered series or an array (10) - arrangement of values of a variable in
order, usually from the lowest to the highest value,

o frequency distribution - we summarize the frequency of every single value
of a variable in ordered series in a table in which we usually insert two kind
of frequencies:

— absolute frequency called usually simple frequency - the number of
units with particular value of a variable,

— relative frequency - ratio between the number of units with
particular value of a variable and all units under study; it could be
expressed as a proportion (decimal fraction) or as a percentage
(different ratios are discussed later in this chapter),

— in some statistical programs also the third kind of frequency could
be found, called cumulative frequency. This is the number of units
with values less than or equal to each value. It could be expressed
also as a relative measure - relative cumulative frequency.

The example of a frequency distribution is given in Case study 2.

2. Graphical data presentation.
The frequency distribution table could be useful for determination of some of
data distribution features like the lowest and the highest value and thus also of
the range of values, but not for all of them. The graphical data presentation is
thus obligatory.

Organizing and Describing Data

METHODS AND TOOLS IN PUBLIC HEALTH 31



Basic graphical presentation of data in statistics is a chart of bars
organized in such a way that values (categories) of a variable are listed along
the x axis of the chart and their frequencies (absolute or relative) along the y
axis. The area of every single bar is proportional to the frequency of the value
it represents. It could be divided in two main forms (1,4,9,11):

e ordinary bar chart — the bars are lying separately; it is mostly used for
presentation of attributable data,

e histogram — the bars are connected one to another; it is used for
presentation of frequency distributions of numerical data; if there are
many different values (continuous data) it is desirable to group
observations before constructing a histogram in order to get a better
visual impression of the observed distribution. An example of
histogram is given in Case study 2.

o if we connect the centres of bars of a histogram at their upper part, we
get the polygon called frequency polygon. When the bars are very
numerous and very narrow (continuous data arranged in very small
intervals) we can smooth the polygon. So we get the curve called
probability density curve.

For understanding of the principles of statistical methods, it is the most important:
when the relative frequency (a proportion or percentage) is used in graphical
presentation of a distribution the sum of areas of all bars equals to 1 or 100%,
regardless the type of bar chart is used — the ordinary one or histogram. Also the
entire area under every probability density curve equals to 1 or 100%.

Data presentation by graph shows us clearly the shape of the
distribution under study. This step of data presentation is very important for
deciding which statistical methods are to be used for statistical description
or/and inference in numerical variables.

Describing a distribution

When the graphical presentation of the shape of a distribution is done it should be described.
The shape itself depends on a number and features of the place of highest density (peak). We
say that distributions have diverse statistical features. Regarding these features they could be
classified in several ways (4,8,9,11,14):

1. Regarding the number of peaks to:

e unimodal — distributions with a single peak,
e bimodal — distributions with two peaks,
e polymodal — distributions with more than two peaks,

2. Regarding the shape of the peak to:

e bell shaped — distributions in which extreme values tend to be less
likely than values in the middle of the ordered series,
e uniform — distributions in which all values have the same frequency,

3. Regarding the symmetry to:

e symmetrical,
e asymmetrical,
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4. Regarding the inclination of the peak or skewness (when the distribution is not
symmetrical) to distributions with:
e positive skewness — distributions with an extended right hand tail
(lower values more likely),
e negative skewness — distributions with an extended left hand tail
(higher values more likely),
5. Regarding the flatness or peakedness in symmetrical distributions to;
o platykurtic — distributions with more flat peak than in normal distribution,
e mesokurtic — distributions with the similar flatness of peak as in normal
distribution,
e leptokurtic — distributions with higher and more slim peak than in normal
distribution.

Usually we are the most interested in first four features.

By representing the distribution graphically we would like to get the
impression if the empirical distribution under study is similar the normal
distribution which is unimodal, bell shaped and symmetric. If it is case, then in
determination of the measures which summarize the features of the shape
parametric methods for statistical description will be used, otherwise the non-
parametric ones will be used.

Summarizing the distribution features
When describing the distribution of a numerical variable, continuous or discrete, we summarize
its features also by special summary measures called typical values or measures of location of a
distribution or shortly measures of location (4,8,9,11,14).
1. Types of typical values.
The most well known typical values are the following ones (4,5,8,9,11,14):

e measures of central tendency — the term includes several characteristics
of the distribution of sets of values at or near the middle of the set; the
principal measures of central tendency are:

—mean (average) — the sum of values of a variable for each
observation, divided by the number of observations,

—median — a point in the ordered series which divides it into two parts
of equal number of units, half of them falling below and half above
this point,

—mode — the most frequent value in the set of observations,

e measures of dispersion or variation or spread of units around the centre
of the distribution:

—minimum and maximum - the lowest and the highest value of a
distribution,

—range — the difference between the minimum and the maximum,

—variance — sum of the squares of the deviations from the mean, in
population divided by the number of observations,

—standard deviation — positive square root of the variance.

—subgroups, based on an array, with equal number of units; in any
case the number of quantiles is one less then the number of
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corresponding equal parts; centiles are dividing the ordered series to
hundredths and there are ninety-nine of them, deciles are dividing it
to tenths and there are nine of them, quartiles are dividing it to
quarters and there are three of them (median is also a quantile,
dividing an ordered series to halfs); for describing the spread we
usually use quartiles (1% and 3™) or certain centiles (25" and 75™),

We could classify typical values also in parametric and non-
parametric ones:

e parametric typical values — (measures that are basing on normal distribution)
mean as a measure of central tendency and variance and standard deviation as
measures of dispersion are called parametric measures,

e non-parametric typical values — not basing on theoretical distributions.

Which set of typical values is the most appropriate for certain distribution is to
be decided after observing the shape of the distribution shown by the histogram. The
decision should be made not only on the shape of the distribution but also on the
number of observations and whether the inferential methods would be performed. The
summary about possible decision in some typical situations is shown in Table 1. An
example of presentation of typical values is presented in Case study 2.

Table 1. Which typical values could be chosen in some typical examples of distributions.

Shape of Other important Typical values
distribution characteristics Measure of Measure of
central tendency dispersion

Symmetrical or Mean Standard deviation
almost symmetrical Minimum and maximum
Bell shaped
Slightly Large number of Mean Standard deviation
asymmetrical units Minimum and maximum
Bell shaped Small number of Median Quiartiles

units Minimum and maximum
Strongly Only description Mode Minimum and maximum

asymmetrical

Inference planned Median Quartiles
Minimum and maximum

2. Typical values in populations and samples.

We can perform statistical description in populations as well as in samples. So we
determine the typical values as the summary measures at both levels. Here we have
to emphasize that typical values at the sample level are not the same as the typical
values at the population level. In fact, in a process of inferential statistics we infer
from sample characteristics to population characteristics from which the sample
was drawn, that means that we infer from the values of statistics to the values of
parameters. To distinguish these measures between both levels we have different
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names for them, and also the labelling is different. Some selected representatives of
typical values are (Figure 6):
e statistics - typical values in samples:
— mean (average) of a sample, usually labelled as “ X ”,
— standard deviation of a sample, usually labelled as “s”,
— proportion of a sample, usually labelled as “p”,
e parameters - typical values in populations:
— mean (average) of a population, usually labelled as “u”,
— standard deviation of a population, usually labelled as “c”,
— proportion of a population, usually labelled as “IT”.

POPULATION
PARAMETERS

SAMPLE
STATISTICS

Figure 6. Labeling of some typical values in populations and samples.

Strict distinguishing between statistics and parameters is a basis for
understanding the methods of statistical inference.

Epidemiologic description of data
Mathematical foundations of epidemiologic measurement
Basic tool for any kind of epidemiologic observation or research is quantification of
frequency of health phenomena. In principle it is very similar to statistical process, but in
epidemiologic measurement the emphasis is on discrete type of data, usually binary (e.g.
disease is present or not, people are exposed to the certain risk factor or not) (3-5,7,15).
The frequency of a binary event could be expressed as:
e an absolute frequency or
o arelative frequency.

In public health, both, absolute and relative frequency measures convey important
information, although relative measures seem to be frequently used. The probable
reason is that relative frequency measures are important in comparisons (e.g. between
two or more population groups, between two or more populations etc.), while absolute
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measures are important in health care planning (e.g. number of hospital beds needed
for treatment of certain group of health states).

Relative frequency measures are defined as a ratio between two data. In its
broadest sense the ratio is a result of dividing one quantity by another (1,15,16). One
quantity is representing a numerator and the other a denominator in this relationship.
The term »ratio« is a general term of which rate, proportion, percentage, etc., are
subsets (1,15). The numerator and denominator need not be related (5). One of the
most important features is if the numerator is included in the denominator in
calculation of the ratio. Regarding the relationship of the numerator and the
denominator there exist different types of ratios which could be grouped in two main
groups (Figure 7) (1,5,15,16):

1. Ratios in which the numerator is included in the denominator:
e proportion,
e proportion with multiplier (e.g. percentage in which multiplier is 100), and
e rate in epidemiologic sense or epidemiologic rate.
2. Ratios in which the numerator is not included in the denominator:
e rates as »true rates«,
e ratios in a narrow sense.

The difference between different ratios will be presented using the same set of
data in Case study 3.

RATIO

in a broad sense

the numeratar 15 included the numergtor |5 NOT
in the derjominator included in the denominator
RATE
PROPORTION as “true rate”
PROPORTION WITH RATIO
MULTIPLIER in a narrow sense
{e.g. percentage)
RATE
as “epidemiologic rate”

Figure 7. Types of relative frequency measures in epidemiology.

Types of relative frequency measures in epidemiology
Ratios in which the numerator is included in the denominator

1. Proportion.
Proportion is the most simple relative frequency measure (17). It is the ratio of a
part to the whole (1,5,17). According to Last et al., the important difference
between a proportion and a ratio is that the numerator of a proportion is included in
the denominator, whereas this is not necessarily so for a ratio (1). Proportion is
calculated by using following equation (Equation 1):
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. N
Proportion = —2vents Equation 1.
total

Nevents= NUMber of events of observed phenomenon (part of a whole)
Niotas = NUumMber of all possible events of observed phenomenon (a whole)

A proportion could be expressed as a »vulgar fraction« (e.g. %) or as a
»decimal fraction« (e.g. 0.5) (1).

By definition, a proportion (p), if decimal, must be in the range 0<p>1 (1).

A proportion is dimensionless since numerator and denominator have
the same dimension, obtained through algebraic cancellation (1). If numerator
and denominator are based upon counts (e.g. in our dataset), the originals are
also dimensionless.

Calculating of this kind of relative frequency measure is presented in
Case study 3.

2. Proportion with a multiplier.

A proportion could be multiplied by a factor K (1,5,17). A multiplier is usually a
power of 10 (100, 1.000, 10.000...). Its role is mainly to convert the decimal fraction
to a whole number. It is calculated by using following equation (Equation 2):

. N
Proportion,x amultiplier — Nevents xK Equation 2.
total

Nevents= NUmMber of events of observed phenomenon (part of a whole)
Niotas = NUMber of all possible events of observed phenomenon (a whole)
K = multiplier (100, 1000, 10.000, 100.000...)

Which multiplier is to be used depends on a given situation (e.g. in World Health
Organization Health for All Database multiplier 100.000 is mostly used).

Typical representative of this kind of relative frequency measures is a
percentage, in which multiplier is 100 (17) (Equation 3):

N
Percentage = —2Y¢M x 100 Equation 3.
total
Nevents= NumMber of events of observed phenomenon (part of a whole)
Niotas = NUMber of all possible events of observed phenomenon (a whole)

Calculation of this kind of relative frequency measure is presented in
Case study 3.
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3. Rate in a classic epidemiologic sense.

Before trying to explain what means the term »rate in a classic epidemiologic
sense« we need to discuss the term »rate« itself. To a non-epidemiologist, rate
means how fast something is happening or going, for example, the
speedometer of a car indicates the car’s speed or rate of travel in miles or
kilometres per hour (5). This rate is always reported per some unit of time.
Consecutively, some epidemiologists restrict use of the term »rate« to similar
measures that are expressed per unit of time. For these epidemiologists, a term
wrate« describes how quickly disease occurs in a population. These measures
convey a sense of the speed with which disease occurs in a population (5). But
this kind of ratio is a ratio in which the numerator is not included in the
denominator and it will be discussed later.

Other epidemiologists use the term »rate« more loosely, referring to
proportions with case counts in the numerator and size of population in the
denominator as rates (5). For this kind of ratios we are using the term »rate in a
classic epidemiologic sense«. If these rates are referring to a specified period of
time, they are calculated as a proportion with multiplier and specified period of
time as a compulsory element by using following equation (Equation 4):

N . o .
events(in a specified time period) < K

Rateqpidemiologic = N Equation 4.

total

Nevents= Number of events of observed phenomenon (part of a whole) in a
specified time period
Niotas = NUMber of all possible events of observed phenomenon (a whole) — at risk
for occurrence of the event at the beginning of a specified time period
K = multiplier (100, 1000, 10.000, 100.000...)

An example of this kind of rate is an incidence rate in a classic epidemiologic
sense. This measure will be in details discussed in a separate module of this book.

In this loose usage the time component is not always referring to a
period of time in which the outbreak of new cases of health phenomenon under
observation is followed-up. Sometimes is referring to a number of cases in a
specific point in time (Equation 5):

N

cases(in a specified point of time) < K

Rateepidemiologic = Equation 5.

N total

Ncases= Number of events of observed phenomenon (part of a whole) in a
specified point of time
Niotas = NUMber of all possible events of observed phenomenon (a whole) in a
specified point of time
K = multiplier (100, 1000, 10.000, 100.000...)
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An example of this kind of rate is a prevalence rate. This measure will also be
discussed in details in a separate module of this book.
Calculation of this kind of relative frequency measure is presented in
Case study 3.
In epidemiology, and especially in vital statistics, this kind of measures are
essential for comparing health phenomena between different populations (1,12).

Ratios in which the numerator is not included in the denominator
In ratios in which the numerator is not included in the denominator could be of two
kinds. First are those in which the numerator and denominator are completely
different variables (5). For this kind of ratios we use the term »true rate«. In others,
the numerator and denominator are different categories of the same variable. We use
the term »ratio in a narrow sense« for this kind of ratios.
1. True rate.
This kind of rates refers to ratios representing changes in two quantities, where
the two are separate and distinct quantities. In its precise usage a rate is the
ratio of a change in one quantity to a change in another quantity, with the
denominator quantity often being time (18,19). A classic example of a rate is
velocity, which is a change in location divided by a change in time.
Dimensionality of this kind of ratio is obtained through combination of
dimensions of the numerator and the denominator (e.g. km/h). In epidemiology
a representative of this kind of ratio is for example so called incidence rate as a
true rate. The detailed description if this measure is out of the scope of this
module. It will be presented in a separate module of this book.
2. Ratio in a narrow sense.
There exist also ratios that could not be classified in none of the previously
presented ratios. For example, in epidemiology ratio in which the numerator
and denominator are different categories of the same variable is rather frequent
kind of measure. It could be simply the ratio between males and females, or
persons 20-29 years and 30-39 years of age (5). The other example is a ratio in
which we are relating events of an observed health phenomenon to non-events
(ratio between the number of people with observed phenomenon and the
number of people without it) (Equation 6):

. N
Ratio = —2vents Equation 6.
non-events

Nevents= NUmMber of events of observed phenomenon (part of a whole)
Nhon-events= Number of non-events of observed phenomenon (part of a whole)

Calculation of this kind of relative frequency measure is presented in
Case study 3.

Organizing and Describing Data

METHODS AND TOOLS IN PUBLIC HEALTH 39



Important considerations in epidemiologic research
When we are observing the frequency of specified health phenomenon, we have first
precisely to define:

1. If the study is cross-sectional or longitudinal.

Cross-sectional study examines the phenomena in a point of time or very short
period of time (e.g. a couple of weeks) while longitudinal examines it over a
long period. In cross-sectional studies we are usually studying the frequency of
all cases of observed phenomenon, while in longitudinal the frequency of new
cases (1,4,5,7,15,17).

2. Which quantity represents the numerator and which the denominator in the
equation and if the numerator is included in denominator.

3. What is the unit under observation. In epidemiology it is not necessary that the
unit of observation is a person, it could be for example an episode of a health
state. One should be aware in interpretation. Frequently health indicators are
measuring health care services load (that is dependent also on health care
services availability and accessibility, and health care services use demands of
the population) and not a burden of disease in the population

Some important epidemiologic concepts
Outcome and exposure
First two important concepts are the concept of “outcome”, and the concept of
“exposure”.
1. Outcome.
Outcome is any possible disease or other health phenomenon or event related to health.
It is a result of influence of an exposure to another phenomenon (1,4,5,7).
2. Exposure.
Exposure is a process by which an agent (risk factor) comes into contact with a
person, and provoke the relevant outcome, such as a disease (1,4,5,7).

Case, control and cohort
Other important concepts are the concepts of “case”, the concept of “control”, and the
concept of “cohort”.
1. Case (case-patient).
In epidemiology a case is mostly defined a person identified as having the
health condition under observation (1,4,5,7).
2. Control (control person).
Controls are a group of persons with whom comparison is made in certain
types of epidemiologic studies (e.g. in »case-control« studies and »randomized
clinical trials«) (1).
3. Cohort.
In it broad sense, the tem »cohort« describes any designated group of persons
followed over a period of time, as in a »cohort study« (1). We distinguish two
types of cohorts in this sense (1):
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o fixed cohort — in which no additional membership is allowed after
beginning of the study, and

e dynamic cohort — which gains and/or loses its members during the
observation time.

In other meaning it is a part of population, born during a particular period and
identified by date of birth.

Probability, risk and odds
At the end, we need to present also the concepts of probability, risk, and odds.
1. Probability.

In a statistical sense probability is quantification of likelihood of an event
or a quantitative description of the likely occurrence of a particular event
(9,12,20,21). It is conventionally expressed on a scale from 0 to 1 (a rare
event has a probability close to 0, while a very common event has a
probability close to 1). The probability of an event has been defined as its
long-run relative frequency, defined as a ratio between number of events
and total number of all possible events (Equation 7) (1,9,20):

N
Pevent = —Nevems Equation 7.

total

Pevent = probability for occurrence of observed phenomenon
Nevents= NUMber of events of observed phenomenon (part of a whole)
Niotas = NUMber of all possible events of observed phenomenon (a whole)

In fact it is a ratio of a type »proportion« (numerator is included in denominator)
and as such could be expressed as a vulgar fraction, a decimal fraction, or as a
percentage. Relative frequency expressed as a proportion of a sample is an estimate
of the probability of observed phenomenon in a population.
Calculation of probability is presented in Case study 3.
2. Risk in a statistical sense.

In a statistical sense risk is probability that the expected event does not occur.
It could be expressed as (Equation 8) (12):

Rtatistical = Pnon—event =1~ Pevent Equation 8.
Rgatistical = Fisk in a statistical sense

Pron-event = probability for non-occurrence of observed phenomenon
Pevent = probability for occurrence of observed phenomenon

This measure could be expressed as a vulgar fraction, a decimal
fraction, or a as percentage as well.
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The sum of probability for expected event to occur and probability that

it does not occur (risk) is 1 or 100%.

. Risk in a classic epidemiologic sense.

In an epidemiologic sense the definition of »risk« is different. It is defined as a
probability for an unfavourable health outcome (e.g. disease), or some other
unfavourable phenomenon related to health (e.g. smoking or other unhealthy
behaviour), to occur (Equation 9) (1,9).

If we are more precise, in epidemiology, the term »risk« is generally
used to mean the probability that an unfavourable event (e.g., that a person will
be affected by, or die from, an illness, injury, or other health condition) will
occur in a given time interval (5,18). In its epidemiologic usage, risk is a
conditional probability, because it is the probability of experiencing an event
or becoming a case conditional on remaining »at risk« (eligible to become a
case) and »in view« (available for the event to be detected) (5,18). In its
narrowest sense is related to the incidence concept.

Runfavourable healthoutcome = Punfavourable health outcome Equation 9.

Runfavourable health outcome = FiSK for an unfavourable health outcome
Punfavourable health outcome = Probability for an unfavourable health outcome

This measure is presented in details in a separate module in this book.

. Odds.

Odds are defined as the ratio of the probability of occurrence of an event to
that of non-occurrence (or the ratio of the probability that something is so to
the probability that it is not so) (1) (Equation 10).

Oevent:M Equation 10.

1- Pevent

O,vent = 0dds for occurrence of observed phenomenon
Pevent = probability for occurrence of observed phenomenon

In epidemiology, if we define the probability of occurrence of an unfavourable
event as a risk, it is also defined as the ratio of the risk of occurrence of a
disease to that of non-occurrence (Equation 11):

0 _ Runfavourable health outcome .
unfavourable health outcome = 1-R Equation 11.
~ Runfavourable health outcome

Ounfavourable health outcome = 0dds for an unfavourable health outcome
Runfavourable health outcome = FiSk for an unfavourable health outcome
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As in the presented equation the quantity »total number of possible events« is
included in both, numerator and denominator, it could be reduced through
algebraic cancellation. In this case we get a new equation (Equation 12):

N

events

Ocvent = Equation 12.

N non-events

O,vent = 0dds for occurrence of observed phenomenon
Nevents= NUMber of events of observed phenomenon (part of a whole)
Nnon-events= Number of non-events of observed phenomenon (part of a whole)

From this equation we can clearly see, that odds are the ratio of a type »ratio in
a narrow sense« - humerator is not included in denominator, and the numerator
and denominator are different categories of the same variable.

Calculation of odds is presented in Case study 3.

Odds are very powerful analytical tool in epidemiology (8,22).
Technically we distinguish between odds in different kind of situations (in
different types of study design):

e when we are observing the presence of exposure in case-control studies
we calculate »exposure-0dds«,

e when we are observing in a cross-sectional study the frequency of all
cases of a disease versus all non-cases we are talking about odds for
having a disease in a specified point of time or »prevalence-0dds«,

e when we are observing in a longitudinal study the occurrence of new
cases of disease versus non-occurrence we are talking about odds for
getting a disease in a specified period of time or »disease-0dds« which
are the estimate of risk-odds in the sense of incidence-odds (the
concepts of incidence and prevalence are out of the scope of this
module, and are discussed in a special module).

At the end we need to stress that the mathematical properties of odds
make them advantageous for various uses. Whereas probabilities are restricted
to the 0-1 interval, odds can be any nonnegative number. The logarithm of the
odds can therefore be any real number. The natural logarithm of the odds
(called the »logit«) is relatively widely used in biostatistics and epidemiology
(8,18,22).

Application of frequency measures in epidemiology
Both, absolute and relative frequency measures represent the basic tool in
epidemiology. They could be classified in three big groups of epidemiologic measures
(1,4-7,16,18,19,23-29) (Figure 8):
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Figure 8. An overview of frequently used measures in epidemiology.
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1. Frequency measures.
These measures (Figure 7) are also called measures of disease occurrence,
measures of occurrence of disease and other health related events, or measures
of extent. They are trying to answer to the question how often do happen the
observed phenomena (diseases, death etc.) in the population.

2. Measures of association.
These measures (Figure 7) are also called measures of effect. They are trying
to answer to the question why do happen the observed phenomena more often
is some population groups than in others. To be able to answer to this question
we relate different phenomena to each other. Thus these measures express the
extent of association between two (or more) phenomena one of them usually
being negative health phenomenon and the other risk factor (putative cause)
for the first one.

3. Measures of potential impact.
In this group there are two groups of measures (Figure 7). Measures of the first
group express potential impact of risk factor on occurrence of observed health
phenomenon among exposed persons or in population. These measures are
common in public health. Measures of the second group express potential
impact of an intervention on disease occurrence reduction. They are much
more common in clinical epidemiology than in public health.

Some of these measures are discussed in details in three separate modules of this
book.

In this place we need to give a warning about terminology in the field of
epidemiologic measures. A common problem in epidemiology is existence of
multiple terms for the same concept. Also, there are instances where a single term
is applied to different concepts. The confusion is aggravated by the multitude of
terms that have been introduced, with usages that differ from one author to
another (18).

CASE STUDIES

Case study 1: Organizing data

Introduction to data set
For this case study, real data are used.

In Slovenia for already several years for the purpose of teaching epidemiologic
methods in public health, comprising also statistical methods, data collection which
enables learning such methods in much comprehensive way has been created. These
are the data collected in the frame of the Perinatal Informational System of Slovenia
(PISS) (29), which is considered to be one of the permanent of health data-bases of
the highest quality with many years' tradition in the country. It was started in 1987,
when collection of perinatal data started according to a common protocol in all
fourteen Slovene maternity hospitals.

The basic data material for all epidemiologic and statistical activities is
composed of 6,356 statistical units, representing the model of a population. For
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teaching different epidemiologic and statistical methods, samples of various sizes are
then randomly selected from the population database. The data set used in this
example is composed of 100 observational units.

Data material for teaching is only a small piece out of the whole collection
PISS, prepared especially for this purpose. Safeguard of personal data is assured
so that all personal data have been removed, and moreover, the data are selected
from the whole collection which shall be used only for the teaching purpose.

Variables in a data set
In a maternity hospital, data on 100 deliveries were collected. Which characteristics
of mother and her child (unit of observation) were observed it is shown in Table 2.
Data were organized for description and analysis in a data matrix (Figure 9).

Table 2. Description of variables, their values and codes in demonstrational data set.

Columnin Shortname Information the variable is Variable values and their
adataset  ofavariable giving about codes in data set
1 IDN unit identification number
2 BWEIGHT  birth weight (child) (weight in grams)
3 SEX sex (child) 1=boy
2 =qirl

4 GESTAGE  gestational age (child) (age in weeks of pregnancy)
5 MOTHAGE age at delivery (mother) (age in years)
6 SMOKING  smoking habits during 0=no

pregnancy (mother) 1 = up to 10 cigarettes/day

2 =10 cigarettes or more/day

7 HYPIRUT hyperactivity of uterus (hyper 0=no

irritable uterus) during 1=vyes

pregnancy (mother)
8 EBP elevated blood pressure during 0 =no

pregnancy (mother) 1=yes
9 MEDVIT consumption of vitamins 0=no

preparations during pregnancy 1 =yes

(mother)
10 MEDFE consumption of iron 0=no

preparations during pregnancy 1 =yes

(mother)
11 MEDAB consumption of antibiotics 0=no

during pregnancy (mother) 1=yes
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Figure 9. Organization of data in data set for Example 1. A — value of varable BWEIGHT for
unit 2; B — values for variable GESTAGE for the first twelve units; C - values for
the first seven variables (IDN - HYPIRUT) for unit number 7.

Case study 2: Statistical description of data
This case study is basing on the same set of data as Case study 1.

Defining variables type
From the Table 2 we can see that variables BWEIGHT and MOTHAGE are
numerical variables, while all other variables are categorical. We will now analyze the
variable MOTHAGE - age at delivery (mother).

From the Figure 8 could be seen the record for first 12 units and first 7
variables. A record for all seven variables for unit No.7 (ROW 7), and record for
variable GESTAGE for first twelve units (COLUMN GESTAGE) is accentuated. The
crossing of ROW7 and COLUMN GESTAGE has value 40 (value of variable
GESTAGE for unit 7).

Analysis of variable “MOTHAGE”
In its origin; “AGE” is a numerical continuous variable. Theoretically, the smallest
interval between two values of this variable depends on the precision of the device for
measuring it, but in practice we are never interested in such precise information so we
always reduce it:

e the information is usually limited (reduced) to intervals of 1-year; in
observation of different health states the intervals of 1-day, 1-week, 1-month
(neonatology, paediatrics) or 5-years (public health) are also used,

e in public health, the information is often reduced even more when we classify
(group) the values according to age groups (periods of life) (e.g. babies, preschool
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children, primary school children, adolescents, adults, aged people); the difference
between this and the previous level of reduction of information is that intervals of
present level are no more equal while on the previous are,

e the information about age is the most reduced when we divide the whole scale
in two parts (e.g. adults of 25 years or more: yes or no).

Variable MOTHAGE is in our case interval numerical variable, with 1-year interval width.

Frequency distribution and histogram
Again, we will use variable MOTHAGE - age at delivery (mother). After arranging of
values in ordered series, the next step is to summarize this ordered series in a
frequency distribution table. The frequency distribution table of this variable is
presented in Figure 9.

AGEAT DELIVERY (MOTHER)

Cumulative
Frequency Percent Valid Percent Percent

Valid 18 4 4,0 4,0 4,0
19 3 3,0 3,0 7,0
20 4 4,0 4,0 11,0
21 5 5,0 5,0 16,0
22 9 9,0 9,0 25,0
23 9 9,0 9,0 34,0
24 9 9,0 9,0 43,0
25 9 9,0 9,0 52,0
26 8 8,0 8,0 60,0
27 6 6,0 6,0 66,0
28 7 7,0 7,0 73,0
29 4 4,0 4,0 77,0
30 5 5,0 5,0 82,0
31 4 4,0 4,0 86,0
32 4 4,0 4,0 90,0
34 3 3,0 3,0 93,0
35 1 1,0 1.0 94,0
38 1 1,0 1,0 95,0
39 2 2,0 20 97,0
40 2 2,0 2,0 99,0
42 1 1,0 1,0 100,0

Total 100 100,0 100,0

Figure 10. An example of a frequency distribution table of variable MOTHAGE - age at
delivery (mother) of example dataset (the SPSS statistical programme printout)
(30).
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In Figure 11, the graphic presentation of frequency distribution for variable
MOTHAGE, the histogram, is presented.

Next step is to calculate or to determine the typical values of this
distribution.

AGE AT DELIVERY (MOTHER)
10 4

18 20 22 24 26 28 30 32 34 36 38 40 42

Figure 11. An example of a histogram of variable MOTHAGE - age at delivery (mother) of
example dataset (the SPSS statistical programme printout) (30).

Typical values
The description of the distribution of values of variable MOTHAGE - age at delivery
(mother) of example dataset are as follows
o the distribution is bell shaped (Figures 9 and 10),
o itisslightly asymmetrical (Figure 9 and 10),

As the number of units is rather large, it could be summarized by mean and standard
deviation or median and quartiles/percentiles. The mean and the median value are,
because slight asymmetry of the distribution, similar but not the same. The decision
which set of typical values to choose is up to investigator. In Figure 12, typical values
for the distribution shown in Figure 11 are presented.
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Statistics

AGE AT DELIVERY (MOTHER)

N Valid 100

Missing 0
Mean 26,19
Median 25,00
Std. Deviation 5,256
Minimum 18
Maximum 42
Percentiles 25 22,25

50 25,00

75 29,00

Figure 12. An example of set of typical values for the distribution of variable MOTHAGE -
age at delivery (mother) of example dataset (the SPSS statistical programme printout)
(30).

Case study 3: Epidemiologic description of data

Introduction to data set
This case study as well, is basing on real data.

In Slovenia in 2001 the survey aiming at assessing the prevalence of health
behaviours (smoking, nutrition, alcohol consumption, physical activity and traffic
safety) was performed for the first time. This survey is conceptually a part of a
wider international project in the frame of the Countrywide Integrated Non-
communicable Diseases Intervention (CINDI) program, supported by the World
Health Organization, CINDI Health Monitor.

The stratified random sample was drawn from the Central Population
Registry of the Republic of Slovenia. The sample size was 15,379 with the age
range 25-64 years. The sampling was performed by the Statistical Office of the
Republic of Slovenia.

The data were collected in late spring 2001 by using a self-administered
postal questionnaire, based on the CHM Core Questionnaire (31).

Out of 15,379 inhabitants included in the sample 15,153 were contacted
(226 were excluded because of changed domicile, severe illness or death). The
response rate was 63.8% (9,666 responses). The respondents did not differ
statistically from non-respondents in age distribution or distribution of size of
settlements of permanent residence, but the response to the survey was slightly
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lower among men (47.0%) than among women (53.0%) at a ratio 1:1.1 (according
to population data in 2001 the ratio was 1:1). The questionnaires of 9,034
respondents were eligible for analysis (eligibility criteria: sex and age provided by
Statistical Office of the Republic of Slovenia).

For the purpose of this module, we have chosen observation of smoking
behaviour.

Variables in a data set
In CINDI Health Monitor survey in Slovenia in 2001 (CHMS 2001) 8,904
respondents reported their current smoking status. The answers grouped regarding the
sex of respondents are shown in Table 3.

Table 3. Smoking status in CINDI Health Monitor survey in Slovenia in 2001 in total sample

and by sex.
SEX Total
SMOKER Male Female
No 2,931 3,859 6,790
Yes 1,143 971 2,114
Total 4,074 4,830 8,904
Ratios

Proportion and percentage
In CHMS 2001, 2,114 out of 8,904 respondents stated that they were smokers at the
time of the survey (Table 3). The proportion of smokers could be calculated as a
vulgar fraction (Equation 13):

Proportion = 2114 Equation 13.
8,904
or as a decimal fraction (Equation 14):
Proportion = % =0.237 Equation 14.
or as percentage (Equation 15):
Proportion =%x100= 23.7% Equation 15.
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Rate in classic epidemiologic sense
In CHMS 2001, 2,114 out of 8,904 respondents stated that they were smokers at the
moment of the survey (Table 3). As the survey is a representative of cross-sectional
studies the time component is a point in time (a moment) (Equation 16):

2114 .
epidemiolog ic Rate( at the momentof a survey) — m %1000 =237 Equation 16.

The epidemiologic rate (prevalence rate) has value 237 per 1,000 population.

Ratio in a narrow sense
We could express several ratios in a narrow sense using this example:
1. In CHMS 2001, 2,114 out of 8,904 respondents stated that they were
smokers at the time of the survey and the other 6,790 that they were not (Table
3). The ratio between non-smokers and smokers is (Equation 17):

. 6,790
Ratio= ——=3.21 i )
5114 Equation 17

The ratio is 3.21 to 1, what means that in Slovenia in 2001 there were 3.21-
times more non-smokers than smokers (or there were 3.21 non-smokers to one
smoker).

2. If we now turn the ratio and observe the ratio of smokers to non-smokers we
get (Equation 18):

. 2114
Ratio=———=0.31 i .
6790 Equation 18

The rate is 0.31 to 1, what means that in Slovenia in 2001 there was 0.31 of a
smoker to one non-smoker.

3. In CHMS 2001, 2,114 respondents reported that they were smokers at the time
of the survey. Among them there were 1,143 men in 971 women (Table 3).
The ratio between men and women among smokers was (Equation 19):

Ratio = 1143 =118 Equation 19.
971

The ratio was 1.18 to 1, what means that in Slovenia in 2001 there were 1.18-
times more male smokers than female smokers (or to one female smoker there
was 1.18 male smoker).
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Probability and odds
Probability
In CHMS 2001, 2,114 out of 8,904 respondents stated that they were smokers at the

time of the survey (Table 3). The probability for being a smoker at the time of survey
could be calculated as:

o avulgar fraction (Equation 20):

2114

8,904 Equation 20.

¢ asadecimal fraction (Equation 21):

2114

——=0.237 i .
=3 904 Equation 21

e 0Oras a percentage (Equation 22):

_ 2114

x100=23.7% i .
8,904 0 Equation 22

The probability for being a smoker at the moment of the survey CHMS 2001 was,
expressed as percentage, 23.7%.

Odds
The odds for being a smoker for data presented in Table 3 could be calculated in two
different ways.
1. Through calculating first the probability for being a smoker at the moment
of the CHMS 2001 survey (also interpreted as risk in an epidemiologic
sense - a probability for unfavourable health behaviour in this case) and the

probability for being a non-smoker. The probability for being a smoker was
(Equation 23):

2114

——=0.237 i
=3 904 Equation 23.

while the probability for being a non-smoker was (Equation 28):

1-p=1-0.237=0.763 Equation 24.
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The odds for being a smoker can be calculated now as (Equation 25):

__0237 20'2370:0.31 Equation 25.
1-0.237 0.763

Through algebraic cancellation of total number of possible events from
calculation of odds:

2,114 2,114 2114

8904 _ 8904  _ 8904 2114 _
| 211478904 2114 6790 6790
8904 8904 8904 8904

O= 0.31 Equation 26.

The odds for being a smoker versus non-smoker are 0.31. This means that in
Slovenia in 2001 there was 0.31 of a smoker to one non-smoker, or the ratio
non-smokers to smoker is 1 to 0.31. This is exactly the same result as in
Equation 25.

EXERCISE

Task 1: Statistical description of data

From the table with description of the basic data set (Table 2) find out how
many variables are in the data set, their names and which information they
contain.

2. Find out which of the variables could play the role of “the effect” and which
ones the role of “the cause”.
3. Carefully read the following statements and determine how many variables are
included and which could be their values:
o after the fractures children recover faster than adults,
e men with inflammation of joints differ in response to therapy from
women,
e men more often get lung complications after the heart operation then
women.
4. In the table with raw data set (APPENDIX, Table A1) find out how many units
are there in this sample.
5. Find out what is the unit under study.
6. Enter the data for the first 20 units in data matrix.
7. For the variable MOTHAGE make the ordered series.
8. Make the frequency distribution table (with absolute and relative frequencies
in percentages) for this variable, too.
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9. Find out for the same variable if any value exists with absolute frequency
equal to 0.
10. Make the frequency distribution table for the same variable (MOTHAGE) also
with your statistical program and compare it with the table you made in Exercise 8.
11. Make frequency distribution tables with your statistical program also for the
following variables: BWEIGHT, SEX, GESTAGE, SMOKING and HYPIRUT.
12.For variables BWEIGHT, SEX, GESTAGE, MOTHAGE, SMOKING and
HYPIRUT find out:
o ordinality of their values
e how many values can you find for each one in a frequency distribution
table,
o find out if could you classify these values as continuous or discrete,
o classify each variable according to type,
o for numerical variables (continuous and discrete) find out from the
frequency distribution table the lowest, the highest and the most
frequent value/s (if there are more than one, list all of them),

13.Find out from the frequency distribution of variables MOTHAGE and
GESTAGE for each one:
o where the density of distribution is the highest,
e is the distribution symmetrical or not and if it is not, to which direction
it is skewed,
e where would you locate the centre of the distribution.

Compare both frequency distributions.

14. For variables MOTHAGE and GESTAGE draw a histogram using the absolute
frequency from the frequency distribution table; consider also all values with
the frequency equal to 0.

15. Draw a histogram for variable BWEIGHT, too; as there are many different
values, group observations in intervals of 250gr of width in order to get a
better visual impression of the observed distribution.

16. Find out in histogram for each variable:

e s the distribution bell shaped or not,

e s the distribution symmetrical or not and if it is not, to which direction
it is skewed,

e where would you locate the centre of the distribution.

Compare all three histograms.

17. Compare these conclusions with your conclusions in Exercise 12.

18. Make the histograms also with your statistical program and compare them to
histograms you made by yourself.

19. For attributable variables SEX, SMOKING and HYPIRUT draw the ordinary
bar charts by yourself.

20. Make the bar charts for these variables also with your statistical program and
compare them to bar charts you made by yourself in Exercise 18.
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21. For numerical variables BWEIGHT, GESTAGE and MOTHAGE make a
decision which typical values would be the most appropriate for summarizing
the features of distribution of their values and prove it.

22. For these variables determine the typical values by the means of your
statistical program

23. What can you say about the distribution of a variable for which the mean and
the median differ significantly

24.Find out if it is sensible to determine typical values for any type of attributable
variables

25. Carefully read the following statement and decide if it is true or false:

In attributable variable with only two values, 0 and 1, the proportion of units
with value 1 equals to hidden arithmetic mean of this type of variable

26. Check your decision with statistical program: calculate the proportion of units
with value 1 and the arithmetic mean of the variable HYPIRUT.

Task 2: Epidemiologic description of data
This task is basing again on PISS data (28).

Table 4. Description of newly designed variables, created from original ones, their values and
codes in demonstrational data set.

Short name Original variable Information the variable is Variable values and
of avariable  (cut-off point) giving about their codes in data set
LBW BWEIGHT Low birth weight 0=no
(2500 g) (2500 g or less) 1=vyes
SMOKING1  SMOKING Smoking during pregnancy 0=no
1=yes

Frequency of low birth weight (LBW) was observed in two groups of
newborns according to smoking of mother during pregnancy. The results are
presented in Table 5. All following exercises are referring to this table.

Table 5. Frequency of low birth weight (LBW) in newborns in two groups divided according to
smoking of mother during pregnancy based on PISS data (29).

Low birth weight Smoking of mother during pregnancy Total

No Yes
No 558 191 749
Yes 35 16 51
Total 593 207 800

1. Calculate following ratios in which numerator is included in denominator:
e aproportion of LBW newborns as a decimal fraction in the total sample
of newbhorns,
e apercentage of LBW newborns in the total sample of newborns,
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Calculate the ratio in a narrow sense of LBW in the total sample of newborns.
Calculate probability of LBW in the total sample of newborns, in the group of
smoking mothers, and in the group of non-smoking mothers during pregnancy.
Calculate odds of LBW in the total sample of newborns, in the group of smoking
mothers, and in the group of non-smoking mothers during pregnancy.
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APPENDIX

Table Al. Raw perinatal data. Perinatal Informational System of Slovenia (PISS) (29).

s 5 B 88 2 58 5 b 8
= = T X = a 18] L
:  pg i f
[ o s 7 I
1. 103 3030 1 38 23 0 0 0 0 1 0
2. 163 2320 2 36 38 0 0 0 0 1 0
3. 178 3270 2 40 24 0 0 0 0 0 0
4, 210 4100 1 40 24 0 0 0 0 0 1
5. 371 3460 2 39 27 0 0 0 1 0 0
6. 435 4240 2 39 24 0 0 0 0 0 0
7. 448 3380 2 40 22 2 0 0 0 0 0
8. 557 3480 2 40 22 0 0 0 1 1 0
9. 637 3890 2 40 30 0 0 0 0 0 0
10. 785 3850 2 38 39 0 0 0 0 0 1
11. 928 3720 2 40 26 2 0 0 0 1 0
12. 995 3220 1 37 35 0 0 0 1 1 1
13. 1028 3830 1 39 29 0 0 0 1 1 0
14, 1034 3680 2 40 21 0 0 0 0 0 0
15. 1048 3160 2 37 23 0 0 0 0 0 0
16. 1142 3250 1 39 29 0 0 0 0 0 0
17. 1143 4130 1 40 26 0 0 0 0 1 1
18. 1171 2980 1 39 24 0 0 0 1 0 0
19. 1209 4900 1 41 26 1 0 0 0 0 0
20. 1258 1880 2 37 30 0 0 0 0 0 0
21. 1365 2100 2 37 26 1 0 0 0 0 0
22. 1397 5000 2 42 28 0 0 0 1 1 0
23. 1424 3430 2 39 25 0 1 0 0 1 0
24, 1426 3590 1 38 42 0 0 0 0 0 0
25. 1472 3680 2 39 23 0 0 0 0 0 0
26. 1473 3320 2 41 23 0 0 0 0 0 0
27. 1576 3560 1 39 19 0 0 0 0 0 0
28. 1588 3430 1 41 31 0 0 0 0 1 0
29. 1604 1840 2 36 27 0 0 1 0 0 1
30. 1620 3170 1 40 19 0 0 0 0 1 0
31. 1642 3740 1 41 32 0 0 0 0 0 1
32. 1706 3130 2 41 28 0 0 0 1 1 0
33. 1808 3460 2 39 22 0 0 0 1 1 1
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Table Al. Cont.

P = X L AN} (O] = o = L m
) I % Q Q z o] % S % <

O - a5 o @

w " = (@) o u p =

= w o) S E =

m O S %)
34. 2021 3710 1 40 28 1 0 0 0 1 0
35. 2031 3120 1 41 27 0 0 0 0 0 0
36. 2096 2200 2 34 22 2 0 0 0 0 0
37. 2166 1530 1 32 25 0 0 0 1 1 1
38. 2264 2820 1 40 23 1 0 0 0 1 0
39. 2269 3880 2 38 27 1 0 0 0 0 0
40. 2346 3870 1 39 24 0 0 0 0 0 1
41. 2499 3450 2 40 29 1 0 0 0 0 0
42. 2632 2770 1 35 18 0 0 0 0 1 0
43. 2668 3480 1 41 25 0 0 0 1 1 0
44, 2747 3300 1 38 19 0 0 0 0 0 0
45. 2786 3920 1 39 25 0 0 0 0 1 0
46. 2799 4140 2 40 28 0 0 0 0 1 0
47. 2871 3470 2 41 23 1 0 0 1 1 0
48. 2965 3700 2 40 31 0 0 0 0 1 0
49. 3092 2420 2 37 29 0 0 0 1 0 0
50. 3127 3400 1 38 30 0 0 0 0 0 0
51. 3156 2770 2 38 23 1 0 0 0 0 0
52. 3170 3590 2 40 21 0 0 0 1 1 0
53. 3220 3800 1 40 22 0 1 0 1 1 1
54. 3286 3370 1 40 32 2 0 0 0 1 1
55. 3314 3200 2 39 26 1 0 0 0 0 0
56. 3333 3480 2 38 26 0 0 0 0 1 0
57. 3379 2920 1 38 34 1 1 1 0 0 0
58. 3417 3850 1 40 25 0 0 0 0 1 0
59. 3430 3160 2 41 20 2 0 0 0 0 0
60. 3469 3500 1 39 30 0 0 0 1 0 0
61. 3471 2970 2 39 27 0 0 0 1 0 0
62. 3498 3640 2 39 34 0 0 0 0 0 0
63. 3501 2440 2 36 18 0 0 0 0 0 0
64. 3567 2660 1 39 28 0 0 0 0 0 0
65. 3604 3210 2 40 24 1 0 0 0 0 0
66. 3621 3260 1 39 20 0 0 0 1 1 0
67. 3732 3730 1 41 23 0 0 0 1 0 0
68. 3851 3040 2 39 22 0 0 0 1 1 0
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Table Al. Cont.

P = X L AN} Q] = o — L m
@) I % Q Q z o] % S % <

o - 5 o @

(1] " = @] o u p =

= w o) S E =

m O S ]
69. 3918 2940 1 38 25 0 0 0 0 1 0
70. 3923 2920 2 40 31 0 0 0 1 0 1
71. 4019 3460 2 39 40 0 0 0 1 0 0
72. 4034 3360 2 40 24 0 0 0 0 1 1
73. 4145 3140 1 41 25 0 1 0 0 0 0
74. 4193 3800 2 37 40 0 1 0 0 1 0
75. 4206 3350 1 39 25 1 0 0 1 0 0
76. 4209 3350 2 40 24 1 0 0 1 1 0
7. 4386 3810 2 41 32 0 0 0 0 1 0
78. 4421 2420 1 35 30 0 0 0 0 0 0
79. 4522 3050 2 39 22 1 0 0 0 0 0
80. 4598 2840 1 39 39 0 1 0 1 0 0
81. 4672 4170 1 41 25 0 0 0 1 0 0
82. 4944 2410 2 38 26 0 0 0 0 1 0
83. 4957 3780 1 40 22 0 0 0 0 0 0
84. 5002 4130 1 42 21 1 0 0 0 0 0
85. 5122 2830 1 39 18 0 0 0 0 0 0
86. 5249 3960 2 40 18 0 0 0 0 0 0
87. 5409 3280 2 39 21 0 0 0 0 1 0
88. 5433 3020 2 37 28 0 1 0 0 1 0
89. 5445 1270 1 30 22 0 0 0 0 0 0
90. 5564 3100 1 40 21 0 1 0 0 1 1
91. 5656 3870 1 38 23 0 0 0 0 1 0
92. 5678 3470 1 40 24 2 0 0 0 0 0
93. 5761 4000 1 40 26 0 0 0 0 0 0
94, 5820 2960 2 40 20 0 0 0 1 0 0
95. 5862 3670 1 40 27 0 0 0 0 1 0
96. 5871 3400 2 38 32 0 0 0 1 1 0
97. 5887 2840 1 38 20 0 0 0 1 0 0
98. 5907 3060 1 38 34 0 0 0 1 1 0
99. 6013 3230 2 39 31 0 1 0 0 1 0
100. 6131 3230 2 40 28 0 0 0 0 0 1
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Learning objectives

After completing this module students should:
¢ know and understand the difference between prevalence and incidence
measures of frequency,
o be familiar with different types of prevalence measures, and know how
to calculate them;
o be familiar with different types of incidence measures, and know how
to calculate them.

Abstract

Frequency measures are quantities that express frequency of health
phenomena. Prevalence and incidence are two main groups of frequency
measures. The most distinctive difference between these two groups is that
by prevalence measures we are observing the transversal section through
the situation of phenomenon under observation at designated time (e.g. in a
point of time) while by incidence measures we are observing its dynamics
(by performing regular observation of breaking out of new cases of
phenomenon under observation durig every of specified equal time
periods) in a specified population.

Teaching methods

An introductory lecture gives the students first insight in features and types
of frequency measures. The theoretical knowledge is illustrated by case
studies.

After introductory lectures students first carefully read the theoretical
background of this module and complement their knowledge with
recommended readings. Afterwards they on provided data set perform
extensive tasks on calculation of different types of measures.

They are stimulated to compare results with results of each other and
discuss the differences.

Specific e work under teacher supervision/individual students’ work proportion:
recommendations 30%/70%;
for teachers o facilities: a lecture room, a computer room;

e equipment: computers (1 computer on 2-3 students), LCD projection,

access to the Internet;

e training materials: recommended readings or other related readings;

e target audience: master degree students according to Bologna scheme.
Assessment of Written report on calculated measures in which detailed description of
students process of calculation is described.
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FREQUENCY MEASURES: PREVALENCE AND

INCIDENCE
Lijana Zaletel-Kragelj

THEORETICAL BACKGROUND

Introduction to frequency measures

Prevalence and incidence are two main groups of frequency measures in
epidemiology. We should be conscious that there are in fact two families of measures
under each term although we are frequently talking about only two measures. This is
the reason of great deal of misunderstanding and misinterpretation of frequency
measures. The most distinctive difference between these two groups of measures is
the fact that by prevalence measures we are observing the transversal section through
the situation of phenomenon under observation most usually at a designated time (e.g.
in a point of time) while by incidence measures we are observing its dynamics (by
performing regular observation of breaking out of new cases of phenomenon under
observation durig every of specified equal time periods) in a specified population (1-
22). General equations for these two families of measures are as follows (Equation 1
and Equation 2) (1-3):

_ N d+all cases(dt)

P Equation 1.

N all persons(dt)

P = prevalence
Na+ an cases @y = Number of all persons with the disease under
observation (cases) at designated time
Naii persons @y = Number of all persons under observation at designated time

| = Nd+ newcases(gp)

Equation 2.
N all personsat risk (bgp)

I = incidence
Na+ new cases (gp) = NUMber of new cases of the disease under observation
during a given period
Nail persons at risk (bgpy = NUMber of all persons at risk for getting ill with the disease
under observation at the beginning of a given period

Both families could be theoretically classified regarding various features what will
be discussed later.

The process of explanation of differences between both families of measures and
the differences between measures inside both families will be illustrated in the case
studies.

Frequency Measures: Prevalence and Incidence
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Prior starting with explanation of concepts of incidence and prevalence, both
extremely important epidemiologic concepts, it could be worthy to emphasize a
common problem in epidemiology is existence of multiple terms for the same
concept. Also, there are instances where a single term is applied to different concepts.
The confusion is aggravated by the multitude of terms that have been introduced, with
usages that differ from one author to another (21)

At the beginning it could be useful for students to emphasize that there exist
different frequency measures on one hand and different study designs on the other.
Although we could on a theoretical level show that we have several analogous
frequency measures, not all of them are of “common sense” and are not meaningful in
all situations. One should be aware that it is important to use the measure that is most
appropriate for the current task (22). Sice we think that one can choose the most
appropriate measure if he/she fully understands the differences between them.

Most of textbooks on epidemiologic methods first concentrate on incidence
measures, and only afterwards on prevalence measures. We will do the opposite way
since we think that the concept of prevalence might be easier to understand.

Prevalence

Definition
Prevalence is a common term for a group of measures which are quantifying the state
(situation) of a given health phenomenon (e.g. a disease, a disorder, an unhealthy health
behaviour etc.) at a designated time (at a specified moment, or at any time during a
specified period) irrespective of weather the cases of observed phenomenon are old or
new (1-6,12-17,21,22). Prevalence measures are measuring thus the burden of disease
or any other health condition in a population or its power (praevaleo lat. to be very
strong) at a designated time. A special problem could be the fact that the term
»prevalence« could denote various prevalence measures, mostly as a synonym for
»prevalence rate« (in a classic epidemiologic sense).

Prevalence measures could be classified according to various characteristics.

Three different classifications are summarized in Figure 1.

absolute point
relative period

/

PREVALENCE

|

prevalence proportion
prevalence rate (in a classic epidemiologic sense)
prevalence odds

Figurel. Classifications of prevalence measures according to various characteristics.
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Classification of prevalence measures according to type of

frequency measure upon which are based
According to type of frequency measure upon which are based we distinguish
between absolute and relative prevalence.
1. Absolute prevalence, prevalent number or prevalence.
This measure is simply a number of all cases of observed phenomenon at a
designated time (at a specified moment, or at any time during a specified period).
Absolute prevalence frequency measures are important in health care
planning (e.g. number of hospital beds needed for treatment of certain group of
health states).
Calculation of this measure in practice is presented in Case study 1.
2. Relative prevalence.
Relative prevalence are several measures based upon relative frequency (based
on different measures of relative frequency) - prevalence as a proportion,
prevalence as rate (in a classic epidemiologic sense), and prevalence as odds.
All three measures will be in details discussed later, only the first one, the
prevalence as a proportion, is presented in this place to be contrasted to
absolute prevalence (Equation 3):

P _ Nd + all cases(dt) )
rel (proportion) — NII—(dt) Equation 3.
all persons

P el (proportion) = relative prevalence as a proportion

Na+ anl cases @y = Number of all persons with the disease under observation
(cases) at designated time

Naii persons @y = Number of all persons under observation at designated time

Prevalence proportion is a probability of having a disease at a time t, or
a probability that an individual will be a case at time t (7).

Relative prevalence frequency measures are important in comparisons
(e.g. between two or more population groups, between two or more
populations etc.)

Calculation of this measure in practice is presented in Case study 1.

Classification of prevalence measures according to the type

of a designated time of observation
According to the type of a designated time of observation, which could be a specified
moment, or a specified period, we distinguish between point and period prevalence. When
used without any qualification, the term prevalence refers usually to point prevalence.

1. Point prevalence (1-3).

It is the measure which expresses the burden of the disease under observation

at a specified point in time. It could be absolute (absolute point prevalence) or

relative (relative point prevalence). A specified point in time could be:
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e a specified point in calendar time (e.g. calendar day, calendar week,
calendar month), or

e a specified point in the natural course of the disease (e.g. the point of
onset of the symptoms), or a specified event that may be associated
with or produce changes in human health (e.g. specified event in a life
course, which could be different by calendar time for any of individuals
under observation, like onset of puberty, menopause, the beginning of
retirement, third post-operative day etc.).

Relative point prevalence could be expressed as a proportion, rate (in a classic
epidemiologic sense), or odds. Point prevalence expressed as prevalence
proportion is a probability for having a disease under observation at a specified
point in time (7,22), and it could be calculated (Equation 4):

P _ Nd+al| cases(pointin time) )
point "rel (proportion) — N Equation 4.
all persons(pointin time)

pointPrel (proportiony = POINt prevalence as proportion (probability) for having a disease
at a specified point in time
N+ all cases (point in time) = NUMber of all persons with the disease under
observation (cases) at a specified point in time
Nail persons (point in time) = NUMber of all persons under observation at a
specified point in time

Calculation of this measure in practice is presented in Case study 1.
2. Period prevalence (1-3,7,10).
Another prevalence measure is period prevalence which is much less
frequently used as point prevalence. It is the measure which expresses the
probability that an individual in a population will be a case any time during a
period of time (7,10), and it could be calculated as a ratio (not a proportion) as
follows (Equation 5):

Nd+al| cases(period of time) Nd+O + Nd+newcases(perbd of time)

period Prerl = Equation 5.

N all persons(period of time) N all persons(period of time)

periodPrelative = Period prevalence as a probability for having a disease at any time
during a specified period

N+ ail cases (period of timey = NUMber of all persons with the disease under observation
(cases) at any time during a specified period

Nait persons (period of timey = NUMber of all persons in the population for this same period

Ng-+ o = number of persons with the disease under observation (cases) at the

beginning of the specified period

Na+ new cases (period of time) = NUMber of new cases of the disease under observation

during a specified period
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This measure requires the assumption of a stable dynamic population for
estimation (7,10). If the study population is unstable, this measure has little
practical value.

Period prevalence is most often used in situations when the exact time of
the onset of a phenomenon under observation for individual cases is not known (7).

Calculation of this measure in practice when the assumption of a fixed
cohort is met is presented in Case study 1.

In continuation we will discuss in details only a point prevalence.

Classification of relative point prevalence measures according
to type of relative frequency measure upon which are based

According to type of relative frequency measure upon which is based point
prevalence measure, we distinguish between relative point prevalence as a proportion,
as a rate, and as odds.

1. Measures in which the numerator is included in the denominator.

Prevalence proportion (7,22). This measure expresses the probability of having a
disease at a designated time under observation. We have already presented this
measure (Equation 4), but since here we introduce the notation usually used in
epidemiologic textbooks, we repeat it as a new equation (Equation 6):

N L
P— d+ all cases(point in time) Equation 6.

NaII persons(pointin time)

P = prevalence proportion
Na-+ all cases (point in time) = NUMber of all persons with the disease under
observation (cases) at designated time
Nail persons (point in timey = NUMber of all persons under observation at designated time

Calculation of this measure in practice is presented in Case study 1.

Prevalence rate (in a classic epidemiologic sense) (1,2,12,23). This measure
is very similar to the first one. The only difference is that it has additional
components — the multiplier and a time component. It is a rate in a classic
epidemiologic sense and when it is a point prevalence it is calculated as
follows (Equation 7):

PR = Nd+al| cases(pointintime) « K Equation 7.

N all persons(pointin time)

PR = prevalence rate

Na+ anl cases @ty = Number of all persons with the disease under observation
(cases) at designated point in time

Naii persons @ = number of all persons under observation at designated
point in time

K = multiplier (100, 1000, 10.000, 100.000...)
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Calculation of this measure in practice is presented in Case study 1.

2. Measure in which the numerator is not included in the denominator.
Prevalence odds (14,22). Prevalence odds are the ratio of the probability of
having a disease to that of not having it at a point in time, or when through
algebraic cancellation of total number of possible events the reduction is
performed, the ratio of cases to non-cases of the disease under observation at a
point in time. They could be calculated as follows (Equation 8):

N
PO = d+ all cases(dt) Equation 8.

N d—all cases(dt)

PO = prevalence oddse

Na+ an cases @ty = Number of all persons with the disease under observation
(cases) at designated time

N g- all cases @y = number of all persons without the disease under
observation (non-cases) at designated time

Calculation of this measure in practice is presented in Case study 1.

Incidence
Incidence is a common term for a group of measures which are quantifying a break
out of new cases of a health phenomenon (e.g. a disease) under observation (incido
in morbum lat. to fall ill) during a specified period in a specified group of persons
(e.g. population) (1-6,12-17,21,22). A special problem is that the term »incidence«
is used to denote various incidence measures.

By performing regular observation of breaking out of new cases of
phenomenon under observation durig every of specified equal time periods we are
observing its dynamics in a specified population.

Incidence measures could be classified according to various characteristics.
Four different classifications are summarized in Figure 2.

Classification of incidence measures according to type of

frequency measure upon which are based
According to type of frequency measure upon which are based we distinguish
between absolute and relative incidence. The later is frequently used than the first.
When used without any qualification, the term incidence refers usually to absolute
incidence, though sometimes is used to mean relative incidence, mostly incidence
rate.

1. Absolute incidence, incident number or incidence (1).
This measure is simply a number of new cases of observed phenomenon
during a specified period in a specified group of persons (e.g. population).
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absolute cumulative
relative partial

/!
\

AN
‘ INCIDENCE
/

weekly incidence proportion or risk
monthly incidence rate (in a classic epidemiologic sense)
annual incidence odds
5-year “person-time” incidence rate
10-year...

Figure 2. Classifications of incidence measures according to various characteristics.

Absolute incidence frequency measures, similarly as absolute
prevalence frequency measures, are important in health care planning.
Calculation of this measure in practice is presented in Case study 2.
2. Relative incidence.
Relative incidence are several measures based upon relative frequency (based
on different measures of relative frequency) - incidence as a proportion, as a
rate, as odds, and as an incidence density. All four measures will be in details
discussed later, only the first one, the incidence proportion, is presented in this
place to be contrasted to absolute incidence (Equation 9):

I _ Nd +newcases(gp) .
rel (proportion) N Equation 9.
all personsat risk (bgp)

Il roportiony = relative incidence as proportion (proportion of candidate individuals
who developed the disease during the given period)
Na+ new cases (gp) = NUMber of new cases of the disease under observation
during a given period
Nail persons at risk (bgp) = NUMber of all persons at risk for getting ill with the disease
under observation at the beginning of a given period

Relative incidence frequency measures are important in comparisons
(e.g. between two or more population groups, between two or more
populations etc.)

Calculation of this measure in practice is presented in Case study 2.
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Classification of incidence measures according to that if the
measure expresses the incidence in total observation time or

in several parts of it
Although in epidemiology the term »cumulative incidence« is commonly referring to
incidence proportion, its intrinsic meaning is referring to cumulation of something
(similarly as in statistics). According to this characteristic we distinguish between
cumulative and partial, usually annual incidence. The later is the most frequently used
measure among possible partial measures.

1. Cumulative incidence.

This measure is the number or proportion of individuals under observation in

which the onset of observed disease was registered during the entire specified

period of observation. Usually it is expressed as a proportion, and it is

calculated as follows (equation 10):

I I( rtion) = Ndmewcases(gp) Equation 10
rel (proportion .
NaII personsat risk (bgp)

cum

cumlrel oroportiony = cumulative incidence as proportion (proportion of
candidate individuals who developed the disease during
the entire given period)
Na+ new cases (gp) = NUMber of new cases of the disease under observation
during a given period
Nail persons at risk (bgp) = NUMber of all persons at risk for getting ill with the disease
under observation at the beginning of a given period

The period of observation (the beginning and the end of the period) has to be
exactly stated. The beginning could be based upon callendar time or upon
some event in a life-course of individuals under observation (the time of the
diagnosis of the disease under observation, or exposure to an agent). This
interval is generally the same for all members of the group of individuals under
observation what is true only for fixed cohorts. When withdrawals are present,
calculation of this measure is more complicated (7,14,22). Usually in cohort
studies, there are several losses of individuals under observation from follow-
up. This is the situation in which the occurrence of the event of interest is
uncertain because of different reasons. A situation in which the time-to-event
is unknown is called censoring (24). Detailed discussion on this issue is
beyond the scope of this module, and is being worked out in a separate module
in this book.
Calculation of this measure in practice is presented in Case study 2.
2. Partial incidence.

Total period of observation could be split to several parts in order to get more
correct estimate of incidence, especially the when frequency is varying over
time. Annual incidence is usually a representative of a partial incidence (one
should note that annual incidence could be also a cumulative incidence if a
course of a phenomenon under observation is relatively rapid). This measure is
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the number or proportion of individuals under observation in which the onset
of observed disease was registered during the 1-year period. If it is expressed
as a proportion, it could be calculated as follows (Equation 11):

I _ Nd + newcases(1- year period) .
rel (proportion) = N Equation 11.
all personsat risk (beginningof 1-year period)

ann

annlrel oroportiony = @nnual incidence as a proportion (proportion of
candidate individuals who developed the disease
during the given period)
Ne+ new cases (1-year period) = NUMber of new cases of the disease under observation
duringl-year period
Nail persons at risk (beginning of 1-year period) = NUMber of all persons at risk for getting ill with
the disease under observation at the beginning
of a given 1-year period

Calculation of this measure in practice is presented in Case study 2.

Classification of relative incidence measures according to
type of relative frequency measure upon which are based

According to type of relative frequency measure upon which are based relative
incidence measures we distinguish between relative incidence as a proportion, as a
rate, as odds, and as an incidence density.

1. Measures in which the numerator is included in the denominator.

Incidence proportion (21). Incidence proportion is a proportion of individuals
under observation who developed the disease under observation during a
period of observation out of all individuals under observation who were free of
disease at the beginning of the specified period of observation (but at risk for
getting the disease). Here we need to introduce two very important terms,
being »risk« and »cumulative incidence« (1,2,7,9,10,21). Frequently it seems
that risk and cumulative incidence are the same measure, although this is true
under very restricted conditions (7). Both terms are closely related to incidence
proportion.

Risk is defined as the probability that a disease-free individual is
developing a disease under observation over a specified period, conditional on
that the same individual is not dying from any other disease during the period
(7). Thus, risk is a conditional probability, with values varying between zero
and one. It is dimensionless (7). It usually refers to the first occurrence of the
disease for each initially disease-free individual, although it is possible to
consider the risk of developing the disease under observation within a
specified period more than once (7).

In practice, risk is estimated by using different methods. The simple
cumulative method is the easiest and most widely used (7). For a cohort of
subjects followed for a given period of time, risk is often estimated by
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calculating the proportion of candidate subjects who develop the disease
during the observation period. This measure is usually referred as the
cumulative incidence (CI) (7). One should be aware that in this case the term
»cumulative incidence« is in a role of a technical term, used more in a meaning
of incidence proportion than in a meaning of incidence, cumulated over time.
The observation period has to be clearly stated since the value of the measure
is increasing with the prolongation of period of observation. This period could
be based upon a callendar time or not (e.g. first year after the exposure, first
year after surgery etc.). Generally cumulative incidence is estimated only for
first occurrence of the disease. If the durations of the individual follow-up
periods for all non-cases are equal, the cumulative incidence is equivalent to
the average risk for members of the cohort. This means thait under the
condition of a fixed cohort cumulative incidence is good estimate of risk. This
is the reason that cumulative incidence and risk are frequently equalized. But
once again, because risk is, by its definition, a conditional probability, it
cannot be accurately estimated by calculating cumulative incidence unless all
subjects in the observed candidate population are followed for the entire
follow-up period or are known to develop the disease (or other observed
phenomenon) during the period (7).

We have already presented the equation for calculation of incidence
proportion (Equation 9), but since usually this measure is frequently denoted
as risk (R), we repeat it as a new equation (Equation 12). In this module, this
notation will be used from now on.

R= N d+ newcases(gp)

Equation 12.
N all personsat risk (bgp)

R = risk
Na+ new cases (gp) = NUMber of new cases of the disease under observation
during a given period
Nail persons at risk (bgpy = NUMber of all persons at risk for getting ill with the disease
under observation at the beginning of a given period

Calculation of this measure in practice is presented in Case study 2.

Risk could be estimated using different methods (simple cumulative,
actuarial, density, or Kaplan Meier method) (7,14,21), which will be discussed
in a separate module in this book.

Incidence rate (in a classic epidemiologic sense) (1-3,23). Under the term
wincidence rate« many types of ratios are frequently referred, including
proportions (21). One of them is incidence rate in a classic epidemiologic sense.
This measure is a ratio between new cases of the diasease under observation in a
given period and total number of the population at risk for getting a disease at the
beginning of the given period, with suitable multiplier. Mostly is calculated by the
equation (Equation 13):
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N
IR = d+newcases(gp) Equation 13.

N all personsat risk (bgp)

IR = incidence rate
Na+ new cases (gp) = NUMber of new cases of the disease under observation
during a given period
Nail persons at risk (bgpy = NUMber of all persons at risk for getting ill with the disease
under observation at the beginning of a given period
K = multiplier (100, 1000, 10.000, 100.000...)

Calculation of this measure in practice is presented in Case study 2.

2. Measures in which the numerator is not included in the denominator.

Incidence odds (1,2,22,25). Incidence odds (also known as disease, or risk
odds) is the measure of odds of getting ill during the period of observation. It
is a ratio of conditional probability of developing the disease (risk) to
conditional probability of not developing it (1-risk) (7). If we abridge the
elements of this ratio, odds is a ratio of new cases of the disease under
observation to persons who remained non-cases during the period of
observation (Equation 14):

10= R _ Nd+newcases(gp)
1-R Na- (gp)

Equation 14.

10 = incidence odds
Na+ new cases (gp) = NUMber of new cases of the disease under observation
during a given period
N 4. oy = number of all persons without the disease under observation (non-
cases) during a given period

Calculation of this measure in practice is presented in Case study 2.
This measure has no practical value, since in an incidence (cohort)
study we can calculate an incidence proportion, or person-time incidence rate.

Incidence density (1,2,7,14,16,21,22). Although, as it was emphasized previously,
many types of ratios (including proportions) are frequently referred to as »rates, in
its precise usage a »rate« is the ratio of a change in one quantity to a change in
another quantity, with the denominator quantity often being time (21).

In measurement of incidence, there exist a measure that measures how
rapidly new cases of a phenomenon under observation are developing (when a
death is a phenomenon under observation, how rapidly persons with a disease
under observation are dying), or that measures the change in frequency of a health
phenomenon to a change per unit of time. Some epidemiologists use the term
»incidence rate« to denote this instantaneous measure (7,10), while others have
referred to this concept as an instantaneous risk (7), or hazard rate (especially when
death is the event under observation) (7,26,27). This measure is measuring the
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instantaneous potential for change in disease status (from being disease-free to
being diseased) per unit of time, relative to the size of the candidate population
(disease-free population) at a given moment in time (1,7,27). If this measure is
contrasted to incidence risk (incidence proportion), it is an instantaneous measure,
which refers to a point in time and not to a period. Also, the incidence risk is
dimensionless while person-time incidence rate is expressed in units of 1/time or
time™ (e.g. years™) (7). In fact is the probability of the event under observation
occurring within the time unit (e.g. day, month, year) under observation, given that
it did not occur to that time unit (e.g. to that day).

The problem of this measure is that we usually cannot express the size of
the population at risk under observation (population free of disease at the
beginning of the observation period) as a mathematical function of time, and thus
Wwe cannot express instantaneous incidence rates. Instead we estimate an average
incidence rate for a given period. This is analogous to the use of speed as an
estimate of average velocity) (7,10). The speedometer in a car is measuring how
fast we are travelling at the moment of time we are looking at the speedometer.
This does not mean that we are travelling with the same velocity all the time. The
velocity is an example of an instantaneous rate. If we would read the velocity every
few seconds for an hour, we could obtain an average velocity per hour. But there
exist another measure, called speed that estimates the average velocity. The speed
is change in location divided by a change in time (we look at the kilometers
counter at the beginning of the one-hour trip and at the end). The speed is an
example of an average rate. Comming back to epidemiologic data, it is much easier
to determine an average rate than an instantaneous rate. Incidence density is an
average rate for estimating average of instantaneous incidence rates (7,26). For this
measure other terms are used as well, being incidence rate, person-time incidence
rate, average incidence rate, and force of morbidity (26).

Technically, incidence density is the rate between the number of new cases
which occur during the period under observation, and the quantity known under
the term person-time (PT). This measure is expressed in units of 1/time or time™ as
well. It could be calculated as (Equation 15):

N
|D = 4+ newcases(gp) Equation 15.

PT

1 In this place we need to give a warning about terminology used for this group of
measures. A common problem in epidemiology of existence of multiple terms for the
same concept is very explicit here. Also, a single term is applied to different concepts.
The usage of terms differs from one author to another. On one hand, for example,
Kleinbaum et al (7) are using the term »incidence rate« to denote the instantaneous
potential per unit of time for event under observation to occur, given that the individual has
survived up to the time (moment) of observation, and denote the average rate for estimating
average of instantaneous rates as incidence density. The term »hazard rate« is used as a
synonym for »incidence rate«. On the other hand, for example, Benichou and Palta (26) are
using the term »hazard rate« to denote the instantaneous potential per unit of time for event
under observation to occur, given that the individual has survived up to the time (moment) of
observation, and denote the average rate for estimating average of instantaneous rates as
»incidence rate«. The term »incidence density« is used as a synonym for »incidence rate«.
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ID = incidence density

Nax new cases (gp) = NUMber of new cases of the disease under observation during a given
period

PT = person-time

The measure is interpreted as average incidence rate for a cohort during the period
under observation. Incidence density is the measure among family of incidence
measures, which could play a role of an autonomous measure, or a role of
intermediate measure in the process of estimating of incidence risk, what will be
discussed in a separate module in this book.

As an element for calculation of incidence density, the quantity person-time
or, person-time at risk, is introduced. It is the quantity which encomprises the
information on number of individuals under observation at risk for getting the
disease under observation (free of disease at the beginning of the observation
period), and the exact time interval of this risk (the time between the beginning of
the observation and the moment of break-out of the disease) (1). Mathematically it
is the sum of the periods of time at risk for each of the individuals under
observation. This method enables to take into account how much of time exactly
contributes each individual under observation to the population at risk, and thus to
measure incidence rate over extended and variable time periods in a dynamic
cohort in which there are several censored observations (deaths of other causes,
change of domicile etc.). Usually the time period is one year, and the measure is
person-year (PY). In this concept each individual under observation contributes to
the population at risk that many years as much as he/she was under observation
before the disease under obsevation broke out (an individual under observation that
is observed 1 year contributes 1 person-year, an individual under observation that
is observed 9 months 0.75 person-year etc.). PY could be calculated as (Equation
16):

PY :t(y)obl +t(y)ob2 + "'+t(y)obn Equation 16.

PY = person-years

t(y)on1 = No. of years at risk for individual under observation No.1
t(Y)on2 = No. of years at risk for individual under observation No.2
t(y)onn = No. of years at risk for individual under observation No.n

Calculation of PY and incidence density in practice is presented in Case
study 2.

Special incidence measures

Mortality. Mortality is one of the most important epidemiologic and demographic
measures which could be classified in the family of incidence measures (8,19). It is
a ratio between number of deaths during a given period (usually 1 callendar year)
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and number of all persons at risk of dying during given period at the beginning of
this period (usually number of the population, usuallly estimated at the middle of
the year of the observation) (1,2,8). In fact, mortality is the incidence of
death.Technically it is usually expressed as rate (in a classic epidemiologic sense)
(mortality rate, or death rate), and could be calculated as (Equation 17):

N
Mo = deaths (gp)

x K Equation 17.

N all personsat risk (bgp)

Mo = mortality rate

Neeaths gy = NUMber of deaths during a given period

Nail persons at risk (bgp) = NUMber of all persons at risk of dying during given
period at the beginning of this period

K = multiplier

Hazard rate. We have already introduced the term »hazard rate« when we were
introducing the concept of measuring instantaneous potential per unit of time for
event under observation to occur, given that the individual has survived up to the
time (moment) of observation. In the case when the observed event is a death from
a disease, this measure is usually known as »hazard rate« (1,7,26,27). Similar to
idea of velocity, a hazard function h(t) gives the instantaneous potential at time t for
getting an event. Estimate of average of these instantaneous potentials could be
calculated as follows (27) (Equation 18)

Nd h
h = —deaths(op) Equation 18.
PT, .

h = hazard rate
Ngeaths (gpy = NUMber of deaths during a given period
PT4 = person-time (sum of periods at risk for death for each individual)

When the unit of time under observation is a day, this measure could be interpreted
as the risk of dying for the person on that particlar day, given that he/she has
survived to that day (27).

Relationship between prevalence and incidence
Prevalence and incidence are very closely related (2,3). This relationship is
ilustrated in Figure 3.

Input to the prevalence pool represent incident cases (new cases of a disease
under observation), while output represent recoveries and deaths. Indirectly the
prevalence depends on duration of the disease. If the recovery rate is low, and the
mortality is low as well, the chronicity of the disease is high, and consecutively the
prevalence is high. In such a case even low incidence brings to the high prevalence.
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Prevalence thus depends on incidence and duration of the disease. When both
guantities are stable, and the prevalence of the disease is low (e.g. in cancer), this
relationship could be expressed as follows (Equation 19) (2):

INCIDENCE | — —

[immigration | ldeath |

T T ™ ]
o

PRI%VALENCE

[u]

OOO

N
~D-0-0—D-0~

NS |

Figure 3. The ralationship between prevalence and incidence of a health phenomenon.

P = ID x averagedurationof the disease Equation 19.

P = prevalence
ID = incidence density

But incidence, recovery rate and mortality rate of the disease under observation are
not the only factors which influence the prevalence. The smaller part of the
prevalence pool input contribute also the immigrated cases, while the smaller part
of the output contribute also emigrated cases. Also there exist the influence of
competitive factors like mortality of extraneous factors (deaths because other causes
than disease under observation e.g. traffic accidents). Because of a lot of possible
influences prevalence always has to be interpreted cautiously.
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CASE STUDIES

Data set
The illustration of differences between families of prevalence and incidence
measures, and the differences between measures inside both families is be based
upon an ideal set of example data (Figure 4). The example data-set could be
described as follows:

1. We have 20 individuals under observation which are all followed up for
exactly 5 years. The course of events during 5-year observation time is
shown in Figure 4. The most important example data characteristics are as
follows:

e at the beginning of the study all individuals under observation are
without disease under observation, and

o all of them are exposed to the effect of the same noxious agent,

e some of them get ill and some not, and

o all cases of disease are diagnosed.

2. Other important characteristics (for easier understanding of measures) are also:

o all members enter the study at the same time (at the beginning of the
study), and

e nobody gets out the study (because of recovery, death, or change of
domicile) — our cohort is a fixed cohort, all are followed-up exactly
the same time,

e the disease under observation is supposed to be chronic (there is no
recovery after becoming diseased).

Case study 1: Prevalence measures

Absolute and relative prevalence
For calculating the absolute prevalence let us choose the point 2 years after beginning
of the study (Figure 5). Results of counting of existing cases of observed disease
exactly 2 years after beginning of the study (Figure 5) show that there exist 9 persons
with the disease (e.g. cases of the disease). Thus absolute prevalence or prevalent
number, or simply prevalence, of the observed disease 2 years after beginning of the
study is 9.

For calculating the relative prevalence let us choose again the point 2 years
after beginning of the study (Figure 5). Results of counting of existing cases of
observed disease exactly 2 years after beginning of the observation period (Figure 5)
show that there exist 9 individuals under observation with the disease (e.g. cases of
the disease) among a whole group of 20 individuals under observation. Relative
prevalence as prevalence proportion or probability for having a disease under
observation at point 2 years after beginning of the study is, when calculated according
to Equation 3 as a decimal fraction, (Equation 20):
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Figure 4. The course of events during 5-year observation time of 20 individuals under
observation, exposed to the effect of the same noxious agent, in the example data
set. LEGEND: == the period of exposure to the effect of the noxious agent (being at
risk of developing a disease under observation before an event occurred) in
individiuals that developed the disease under observation; — the period of exposure
to the effect of the noxious agent (being at risk of developing a disease under
observation before censoring occurred) in individiuals that were lost to follow-up
(voluntarily withdrawal from the study or change of domicile).

9 .
F)rel(proportion) = 2_0 =0.450 Equation 20.

The relative prevalence expressed as prevalence proportion (probability of having a
disease under observation) at point 2 years after beginning of the study is 0.450 or
45.0%.
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Figure 5. Graphic presentation of point prevalence exactly two years after beginning of the
observation period on example data. LEGEND: == the period of exposure to the
effect of the noxious agent (being at risk of developing a disease under observation
before an event occurred) in individiuals that developed the disease under
observation; — the period of exposure to the effect of the noxious agent (being at
risk of developing a disease under observation before censoring occurred) in
individiuals that were lost to follow-up (voluntarily withdrawal from the study or
change of domicile).

Point and period prevalence
For calculating the point prevalence let us choose again the point 2 years after
beginning of the study (Figure 5). The point prevalence in this point expressed as
absolute point prevalence is 9, while expressed as a relative point prevalence (as a
proportion) is according to Equation 4 (Equation 21):

9 .
Prel(proportion) = E =0.450 Equation 21.

point
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For calculating the period prevalence under assumption of fixed cohort, and
assumption of chronicity of the disease under observation (once an individual gets the
disease he/she cannot recover) let us choose the period of the second year of the study
(Figure 6, dashed frame). The period prevalence in this period expressed as an
absolute period prevalence is 9 - six individuals (No. 1, 2, 3, 6. 9 and 18) already had
a disease at the beginning of the second year of the observation, while three of them
got the disease during the second year period (No. 10, 12 and 15). The period
prevalence, expressed as a relative period prevalence (as a proportion) is according to
Equation 5 (Equation 22):

6+3 9 .
period Prel(proponion) = 2_0 = 2_0 =0.450 Equation 22.

If the observed period is only the first half of the second year of the study (Figure
6 gray filled part of the dashed frame), the period prevalence in this period expressed as
an absolute period prevalence is 7 - six individuals already had a disease at the
beginning of the second year of the observation, while one of them got the disease
during the first half of the second year period. The period prevalence, expressed as a
relative period prevalence (as a prevalence proportion) is (Equation 23):

6+1 7 .
period Prel(proportion) = 0 = 20 =0.350 Equation 23.

Relative point prevalence measures
Prevalence proportion. Results of counting of existing cases of observed disease
exactly 2 years after beginning of the observation period (Figure 5) show that there
exist 9 persons with the disease (e.g. cases of the disease) among 20. We have already
calculated the prevalence proportion (Equations 19 and 20). We repeat this equation
with a new notation according to Equation 6 (Equation 24):

P= i =0.450 Equation 24.
20

Prevalence rate. Relative prevalence could be also expressed as prevalence rate (in a
classic epidemiologic sense). In this case, it is calculated when the multiplier is 1,000
according to Equation 7 as follows (Equation 25):

PR=%><1,000=O.450>< 1000=450 Equation 25.

The relative prevalence of the disease under observation expressed as prevalence rate
at point 2 years after beginning of the study is 450 per 1,000.
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Figure 6. Graphic presentation of period prevalence in the whole second year (dashed frame)
or in the first half of the second year of the study (gray filled part of the dashed
frame) on example data. LEGEND: == the period of exposure to the effect of the
noxious agent (being at risk of developing a disease under observation before an
event occurred) in individiuals that developed the disease under observation; — the
period of exposure to the effect of the noxious agent (being at risk of developing a
disease under observation before censoring occurred) in individiuals that were lost to
follow-up (voluntarily withdrawal from the study or change of domicile).

Prevalence odds. Results of counting of cases and non-cases of observed disease
exactly 2 years after beginning of the observation period (Figure 5) show that there
existed 9 persons with the disease (e.g. cases of the disease) and 11 without it (non-
cases). Relative prevalence as prevalence odds for having a disease at this point in
time is calculated according to Equation 8 as follows (Equation 26):

PO = % =0.818 Equation 26.
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The relative prevalence of the disease under observation expressed as prevalence
odds at point 2 years after beginning of the study is 0.818. This means that 2 years
after exposure there is 0.818 of a person with disease to 1 person without it (or if we
calculate reverse odds — 1.222 of a person without a disease to 1 with it).

Case study 2: Incidence measures

Absolute and relative incidence
For calculating the absolute incidence let us choose the entire 5-year period of
observation (Figure 7). Results of counting of cases of observed disease which
broke out during the 5-year period (Figure 7) show that there were 19 cases, thus
absolute incidence of the observed disease in a 5-year period of the study is 19.

For contrasting the relative incidence let us choose again the entire 5-year
period of observation (Figure 7). Results of counting of cases of observed disease in
which onset of this disease was registered during the 5-year time of observation
(Figure 7) show that there were 19 cases among 20 individuals under observation.
Relative incidence as incidence proportion during the 5-year period of observation
is when calculated according to Equation 9 as a decimal fraction (Equation 27):

19 .
Irel(proportion) = 2_0 =0.950 Equation 27.

The relative incidence expressed as incidence proportion during the 5-year period of
observation is 0.950 (or when expressed as a percentage, 95.0%).

Cumulative and partial incidence proportion
For contrasting the cumulative and partial incidence let us choose again the entire
5-year period of observation (Figure 7). Results of counting of cases of observed
disease which broke out during the entire 5-year time of observation (Figure 7)
show that absolute cumulative incidence is 19, and relative cumulative incidence
expressed as risk according to Equation 10 is (Equation 28):

19 .
cum| rel (proportion) = 2—0 =0.950 Equation 28.

Thus the cumulative incidence proportion for the 5-year period is 0.950 (or when
expressed as a percentage, 95.0%).
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Figure 7. Graphic presentation of incdence in the whole period of study on example data.
LEGEND: == the period of exposure to the effect of the noxious agent (being at
risk of developing a disease under observation before an event occurred) in
individiuals that developed the disease under observation; - the period of
exposure to the effect of the noxious agent (being at risk of developing a disease
under observation before censoring occurred) in individiuals that were lost to
follow-up (voluntarily withdrawal from the study or change of domicile).

Results of counting of cases of observed disease which broke out during the
first year of observation (Figure 8, dashed frame) show that there 6 cases of the
disease appeared within this period thus absolute annual incidence in the first year of
observation is 6. Relative annual incidence expressed as a proportion according to
Equation 11 is (Equation 29):

6 .
ann ! rel (proportion) (yearl) — 2_0 =0.300 Equation 29.

Frequency Measures: Prevalence and Incidence

METHODS AND TOOLS IN PUBLIC HEALTH 85



1.15

A SN Y
=
oy
=3

— 025 5.00
3.50 :

~ o

.15

o

10 1.50

11 2.50
12 1.15

13 2.25
14 3.50

15 1.75
16 3.25

17 2.50

1§ |r—— 0.50
1 .15
20 1.15

YEAR

Figure 8. Graphic presentation of annual incidencein the first year of the study (red frame) on
example data. LEGEND: == the period of exposure to the effect of the noxious
agent (being at risk of developing a disease under observation before an event
occurred) in individiuals that developed the disease under observation; — the
period of exposure to the effect of the noxious agent (being at risk of
developing a disease under observation before censoring occurred) in
individiuals that were lost to follow-up (voluntarily withdrawal from the study
or change of domicile).

Thus the annual incidence proportion for the the first 1-year period is 0.300 (or when
expressed as a percentage, 30.0%).

Relative annual incidences expressed as a proportion for the following four
years are (Equations 30-33):

3 )

ann Irel(propor’(ion)(yearZ) = 14 =0.214 Equation 30.
7 -

ann Irel(proportion)(yearS) = —11 =0.636 Equation 31.
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3 )
ann Irel(proportion)(year4) = 2 =0.750 Equation 32.

0 .
ann | rel (proportion) (years) — I =0.000 Equation 33.

Relative incidence measures
Incidence risk (estimate). Results of counting of cases of observed disease in which
onset of this disease was registered during the 5-year time of observation (Figure 7)
show that there were 19 cases among 20 individuals under observation. According to
Equation 12, estimate of incidence risk is calculated as follows (Equation 34):

R= E =0.950 Equation 34.
20

Thus, the incidence risk for the 5-year period of observation estimated by calculating
cumulative 5-year incidence proportion is 0.950 (or when expressed as a percentage, 95.0%).

Incidence rate (in a classic epidemiologic sense). Relative incidence could be also
expressed as incidence rate (in a classic epidemiologic sense). In this case, it is calculated
when the multiplier is 1,000 according to Equation 13 as follows (Equation 35):

IR:;—ixl,OOO:O.QSOX 1000=1950 Equation 35.

The relative incidence of the disease under observation expressed as incidence rate
during the 5-year period of observation is 950 per 1,000.

Incidence odds. Results of counting of cases and non-cases of observed disease
at the end of the 5-year period of observation show, that there exist 19 persons
with the disease (e.g. cases of the disease) and 1 without it (non-case). Relative
incidence as incidence odds of getting a disease during 5-year period according to
Equation 14 is (Equation 36):

I0= 1—f =19.000 Equation 36.

The relative incidence expressed as incidence odds at the end of the 5-year period
of observation is 19.000. This means that in 5-year interval there will be 19
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persons with disease to 1 person without it (or if we calculate reverse odds —
0.053 of a person without a disease to 1 with it).

Incidence density. The last relative incidence measure to be presented is
incidence density. To calculate this measure we need first to calculate a quantity
called person-years (Equation 16). Table 1 (based on Figure 4) is presenting the
exact duration of time in whict each individual under observation was under
observation before the disease under observation broke out (time of being at risk).
In total all 20 individuals under observation were exposed (at risk) in 5-year
period 39 person-years.

Table 1. Data for calculation of person-years.

Id. number Onset of the disease (0=no, 1=yes)  Time of being at risk* (Years)
1 1 0.75
2 1 0.25
3 1 0.50
4 1 2.25
5 0 5.00
6 1 0.25
7 1 3.50
8 1 2.25
9 1 0.75
10 1 1.50
11 1 2.50
12 1 1.25
13 1 2.25
14 1 3.50
15 1 1.75
16 1 3.25
17 1 2.50
18 1 0.50
19 1 2.25
20 1 2.25
Total Diseased: 19 Person-years: 39.00

*time in which an individual under observation is exposed to effect of noxious agent (is
at risk of an event: getting ill)

In continuation, the incidence density for data presented in Figure 4 and Table
1 could be calculated for 5-year period according to Equation 15 as (Equation 37):

ID= % =0.4872 Equation 37.
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If we than multiply the 1D with 1,000 we get the value 487, which could be interpreted as: on
average in 5-year interval 487 individuals under observation got ill per 1,000 population with
the disease under observation if they are exposed to the effect of the noxious agent.

EXERCISE

Data set 1
A cohort of 20 individuals initially without a disease under observation, were
followed up for 5 years. Times of events are presented in Figure 9.
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Figure 9. Graphic presentation of events in a cohort of 20 people. LEGEND: == the period of
exposure to the effect of the noxious agent (being at risk of developing a disease
under observation before an event occurred) in individiuals that developed the
disease under observation; — the period of exposure to the effect of the noxious
agent (being at risk of developing a disease under observation before censoring
occurred) in individiuals that were lost to follow-up (voluntarily withdrawal from
the study or change of domicile).

Task 1
For the example set of data presented in Figure 9, please, calculate:
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e absolute prevalence and relative prevalence as prevalence proportion at the

point one years after beginning of the study.

o relative prevalence as prevalence proportion and prevalence odds at the point

For

two years after beginning of the study.

Task 2
the example set of data presented in Figure 9, please, calculate:

e cumulative incidence as a proportion for 5-year interval; discuss whether this

measure is reliable or not,

e annual incidences as incidence proportion for each year of observation,
e incidence density for 5-year interval; discuss whether this measure is reliable

or not.

Data set 2

In Figure 10, another imaginary data-set is presented. Again, a cohort of 20
individuals initially without a disease under observation, were followed up for 5
years.
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Figure 10. Graphic presentation of events in a cohort of 20 people. LEGEND: == the period of

exposure to the effect of the noxious agent (being at risk of developing a disease
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under observation before an event occurred) in individiuals that developed the
disease under observation; — the period of exposure to the effect of the noxious
agent (being at risk of developing a disease under observation before censoring
occurred) in individiuals that were lost to follow-up (voluntarily withdrawal from
the study or change of domicile).

Task 3

For the example set of data presented in Figure 10, please, calculate:

cumulative incidence as a proportion for 5-year interval; discuss whether this
measure is reliable or not,

annual incidences as incidence proportion for each year of observation,
incidence density for 5-year interval; discuss whether this measure is reliable
or not.
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Learning objectives

After completing this module students should:
o understand a role confounding in epidemiologic studies;
e increase knowledge about methods of controlling of confounding in
epidemiologic studies;
o understand principles of direct standardization;
e be capable to calculate age-standardized death rates using direct
method.

Abstract

Basic theoretical background of standardization as one of methods for
controlling the effect of confounding in epidemiology is presented. Direct
method of standardization as most common standardization method is
presented in details, using a case study. Step by step the procedure is
described using simple spreadsheet computer tool for facilitating it.

Teaching methods

Teaching methods include introductory lecture, exercises, and interactive
methods such as small group discussions.

Students after introductory lectures first carefully read the
recommended sources in age standardization. Afterwards they discuss
standardization as method of controlling confounding with other students.
In continuation, they in practice in groups of 2-3 students perform the
procedure of direct standardization using the programme tool (e.g. MS
Excel) on given data. At the end they compare and discuss their results.

Specific o work under teacher supervision/individual students’ work proportion:
recommendations 50%/50%;
for teachers o facilities: a computer room;
e equipment: computers (1 computer per 2-3 students), LCD
projection, access to the Internet;
o target audience: master degree students according to Bologna
scheme.
Assessment of Assessment is based on multiple choice questionnaire (MCQ) and case-
students study.
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THEORETICAL BACKGROUND

Population diversity and confounding
When examining the health of populations one of the fundamentals of this process
is the comparison of health indicators among across and/or across different
population subgroups within the countries.

Whenever we want to compare epidemiologic measures, irrespective of what
they represent: morbidity (e.g. incidence or prevalence measures), mortality or other
measure, across different populations or population groups we should take into
account their diversity (1). Namely, populations/population groups are
heterogeneous in regard to various health related characteristics (e.g. age, gender,
education, religion, genetic and geographic factors, etc.) (2).

When the epidemiological measures are calculated without taking into
account this diversity, such kind of epidemiological measures are called crude
measures. The potential influence of the diversity could be imagined if the
procedure of calculation of crude values is taken into consideration - the value of
crude population measure is in fact an average of the values for the individual
subgroups within a population (e.g. subgroups according to age), weighted by their
relative sizes (1). This means, the larger the subgroup (e.g. age subgroup), the more
influence it will have on the crude measure. The comparison of crude measures
across populations (or population groups) can be thus misleading because they can
be greatly affected by the influence of such characteristics (e.g. different age
distributions in the populations/population groups being compared).

In statistical terms, these characteristics are so called confounders.
Confounding (from the Latin “confundere” that means to mix together) is according
to Last et al. defined as an effect which appears when the measurement of the effect
of an exposure on a risk is distorted by the relation between the exposure and other
“extraneous” factor (or multiple factors) that also influence the outcome under
study (3). In this context extraneous factors are considered as factors other than the
relationships between two phenomena under study. But not every characteristic
meets the criteria for being confounder. A confounding factor (or confounder) must
meet three criteria:

e to be a known risk factor for the result of interest (4),
e to be a factor associated with exposure but not a result of exposure (4), and
e to be a factor that is not an intermediate variable between them.

Thus, when crude rates are interpreted, this interpretation would have been
confounded by differences in the populations being compared (e.g. differences in
age distribution). We therefore need to control for the effects of confounders in
order to remove the confounding effect.
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Controlling for the effects of confounding
There exist several procedures for controlling for the effects of confounding. Some
of them could be performed in the designing and plannig phase of a study, and the
others in the phase of data analysis (5-7). The first group of procedures (e.g.
randomization, restriction, matching) is usually performed in experimental studies
while the second group (stratification, standardization, statistical modelling) in
observational studies (5-7). This concept of control of confounding in epidemiology
derives from the limited opportunities for experimental control in non-experimental
design of studies.

In practice, age is the factor that is most frequently controlled or adjusted for
confounding. In an older population higher rates of certain diseases that more
frequently appear in older age-groups (e.g.cancers) could be observed not because
of the presence of risk factors, but because of the higher age itself (8). Traditionally
in controlling for age confounding, standardization is applied (8).

Standardization

Definition and description
Standardization of health indicators is a classic epidemiological method defined as:

e a set of techniques used to remove as much as possible the effects of
differences in age or other confounding variables when comparing two or
more populations (3),

e a method that removes the confounding effect of variables that we know (or
think) that they could influence the comparison between two or more
populations (5,6),

e a statistical method for deriving measures that are comparable across
populations that differ in age and other demographic characteristics (9).

Standardization provides an easy-to-calculate and easy-to-use summary
measures e.g. standardized mortality (abbreviated sometimes as SMR?) or
standardized death rate (abbreviated as SDR®) when the outcome is death, or a
standardized morbidity measure when the outcome is disease occurrence (e.g.
standardized incidence rate in the case the morbidity measure is incidence -
abbreviated sometimes as SIR*). These measures can be useful for information users,
such as decision-makers.

Types of standardization
Two approaches to standardization could be used, direct and indirect (1,3,5-9). They
are used in different situations what will be described in continuation.

2 We should be aware that this abbreviation, SMR, is also used in the case of standardized
mortality ratio as an outcome measure in indirect standardization procedure which is not the
subject of this module.

® The term standardized death rate (abbreviated as SDR) is commonly used in Health for All
Data Base of WHO, European Region (10).

* The same as under 1.

Age Standardization Procedure: Direct Method
METHODS AND TOOLS IN PUBLIC HEALTH 95




Direct standardization
Direct standardization is a procedure that forms a weighted average of age specific
rates or risks, using as weights the distribution of a scpecified standard population
(1,3,8,9).

The method is called “direct” because it uses the actual morbidity or mortality
rates of the populations being compared (9).

In the direct standardization method, according to Last et al. (3), the directly
standardized rate represents what the crude rate would have been in the observed
population if that population had the same structure as the standard population with
the respect to the variable (or more variables) for which the standardization was
performed.

Thus, these rates are hypothetical and by themselves they are not meaningful
because they are not real. These rates are useful only if they are used in comparisons
of populations in the case that standardized rates in all compared populations are
derived by the same procedure using the same standard population.

Direct standardization could be used to compare observed populations for
which the specific crude rates are known and statistically stable. It is commonly used
in reports of vital statistics (e.g., mortality) or major disease incidence trends (e.g.,
cancer incidence).

Indirect standardization
Indirect standardization is used to compare observed populations for which the
specific crude rates are unknown or statistically unstable (3). This is frequently in
small populations or when the observed phenomenon is rare.

It is different from direct standardization in both, method and interpretation.
Instead of using the structure of the standard population, we utilize its specific rates
and apply them to the populations under comparison, previously stratified by the
variable to be controlled. The total of expected cases is obtained this way. The SDR is
then calculated by dividing the total of observed cases by the total of expected cases.
This ratio allows comparison of each population under study to the standard
population. A conclusion can be reached by simply calculating and looking at the
SDR. A SDR higher than one (or 100% if expressed in percentage) indicates that the
risk of dying in the observed population is higher than what would be expected if it
had the same experience or risk than the standard population. On the other hand, a
SDR lower than one (or 100%) indicates that the risk of dying is lower in the
observed population than expected if its distribution were the same as the reference
population.

Indirect standardization plays a major role in studies of occupational disease.

Age standardization
Although age standardization is not a special type of standardization we think it is
worthy to emphasize it. As already mentioned, age is the factor that is most frequently
standardized for, since the age is one of the most important confounders. Compared
populations could have very different age structure that can influence the
interpretation of differences in crude rates of observed phenomenon.
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Age-standardized rates calculated using the direct method represent what the
crude rate would have been if the population had the same age distribution as the
standard population.

Age-standardization is particularly used in comparative mortality studies, since
the age structure has an important impact on a population’s overall mortality.

Limitations of standardization

It is important to know that standardization as method for controlling confounding has
some limitations. Any summary measure can hide patterns that might have important
public health implications. For example, with age standardization, one might fail to
detect age-specific differences in risk across time or place. This might arise if a
disease is displaying an increasing incidence due to a birth cohort effect (people at
younger ages might have a higher risk in recent years compared to previous years,
while older people could have the opposite pattern). An age-standardized rate could
hide these trends. Despite this risk, standardized rates have proved to be very useful
summary measures.

The procedure of direct age standardization

Entry data for the procedure
For accomplishing the procedure of direct age standardization we need three sets of
data:

1. Number of cases of a health phenomenon (death, disease) to be standardized.
We need absolute frequency (number of cases) of a health phenomenon to be
standardized across the age groups.

These data are usually derived from registration of health phenomena
(mortality, morbidity data) - health statistics of a country. Usually are
administered by national public health institutes. Mortality data are usually
available, while morbidity data (e.g. cancer incidence) are more difficult to
obtain. In Slovenia for example cancer incidence for several sites could be
obtained from a high quality Cancer Registry of the Republic of Slovenia. The
Registry’s annual reports, Cancer Incidence in Slovenia, are one of the regular
ways of disseminating information of this registry. They are publicly available
from their homepage as PDF files (11).

2. Observed population data.

Next set of data that is needed for direct standardization is distribution of
population according to age.

These data are usually derived from on-going registration of population
and/or population censuses. They are usually provided by every country’s
statistical office. For example, for Slovenia these data are provided by the
Statistical Office of the Republic of Slovenia. They are publicly available in
Office’s annual reports, Statistical Yearbook, from their homepage as PDF
files (12).

For most of countries of the world these data could also be obtained
from the U.S. Census Bureau International Data Base Entry (13).

3. Standard population data.
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An important step in direct standardization is the selection of a standard
population (4), since value of the adjusted rate depends on the standard
population used.

The standard population may come from the populations under study -
average for example. In this case however, it is important to ensure that the
populations do not differ considerably in their size, since a larger population
may influence the adjusted rates (14). The standard population may also be a
population without any relation to the data under study, but in general, its
distribution with regard to the adjustment factor should not be radically
different from the populations we wish to compare.

In European region of World Health Organization, for comparison
across countries within this region, age-standardized death rates are calculated
using the European standard population while in other regions other standard
populations. The detailed description of the European standard population
could be obtained from the European Health for All Database manual (15).
The age distribution of four different hypothetical standard populations is
presented in Table 1 (15,16).

Table 1. Some standard populations. Adapted from Health for All database Manual (15) and

Surveillance, Epidemiology and End Results (SEER) Program homepage (16).

Age group European European World 1996 2000 US
standard standard standard Canadian standard
population population population standard population
(100,000) (million) (million) population (million)
(million)
0 1,600 16,000 24,000 12,342 13,818
1-4 6,400 64,000 96,000 53,893 55,317
5-9 7,000 70,000 100,000 67,985 72,533
10-14 7,000 70,000 90,000 67,716 73,032
15-19 7,000 70,000 90,000 67,841 72,169
20-24 7,000 70,000 80,000 67,761 66,478
25-29 7,000 70,000 80,000 72,914 64,529
30-34 7,000 70,000 60,000 87,030 71,044
35-39 7,000 70,000 60,000 88,510 80,762
40-44 7,000 70,000 60,000 80,055 81,851
45-49 7,000 70,000 60,000 71,847 72,118
50-54 7,000 70,000 50,000 55,812 62,716
55-59 6,000 60,000 40,000 44,869 48,454
60-64 5,000 50,000 40,000 40,705 38,793
65-69 4,000 40,000 30,000 37,858 34,264
70-74 3,000 30,000 20,000 32,589 31,773
75-79 2,000 20,000 10,000 23,232 26,999
80-84 1,000 10,000 5,000 15,424 17,842
85+ 1,000 10,000 5,000 11,617 15,508
Total 100,000 1,000,000 1,000,000 1,000,000 1,000,000
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The European standard population which will be used in our case study is also
presented in Figure 1.

85+ 85+
80-84 80-84
75-79 75-79
70-74 70-74
65-69 65-69
60-64 60-64
55-59 55-59
50-54 50-54
45-49 45-49
40-44 40-44
35-39 35-39
30-34 30-34
25-29 25-29
20-24 20-24
15-19 15-19
10-14 10-14
59 59
1-4 1-4
0 0
10.000 5.000 0 5.000 10.000

W males W females

Figure 1. European standard population (100,000). Adapted from Health for All database
Manual (15).

For all three sets of enty data the same age distribution is needed.

The procedure
Directly standardized rate is, in general, calculated by dividing the number of deaths
by the actual local population in a particular age group multiplied by the standard
population for that particular age group and summing across the relevant age groups.
The rate is usually expressed per 100,000. The exact procedure for calculating
standardized death rates in 4 steps is as follows:

1. Step 1 - calculation of the specific crude death rate for every (specific) age group.
The crude specific death rate for every age group is obtained by dividing the
number of deaths in every specific age group by the observed (actual local)
population in this age group multiplied by a multiplier (usually 100,000) (Equation
1):

_ Ncatns(spec.groun) . 100000

crude DR(spec.group) N Equation 1.

pop( spec.group)

crudeDR(spec. group) = Crude death rate in a specific population group
Neeaths(spec. group) = NUMber of deaths in a specific population group
Npop(spec. group) = NUMber of population in a specific population group
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2. Step 2 - calculation of the crude rate for total population.
The crude rate for total population is calculated using the similar formula as
in calculating specific death rate for every age group (Equation 1), except
that in this calculation totals of number of cases and population are used
(Equation 2).

Neeats (ot pop) , 19,000

crude DR(totaI pop) = N Equation 2.

pop (total pop)

crudeDR total popy = Crude death rate i_n a total populati_on
Ngeaths (total pop) = NUMber of deaths in a total population
Npop (total pop) = NUMber of population in a total population

These totals need to be calculated prior calculation of the crude rate for total
population.

3. Step 3 - calculation of the expected number of deaths in the standard
population for every specific age group.
The expected number of deaths in a specific age group is calculated by
multiplying the result obtained in step 1 by the number of population in
standard population in this specific age group and dividing it by the
multiplier used in step 1 (usually 100,000) (Equation 3):

N crude DR(spec.group) x Nstand‘pop (spec.group)

exp.deaths(spec.group) — 100.000 Equation 3.

Nexp.deaths (spec. group) = NUMber of expected deaths in the standard
population in a specific population group

crudeDR spec. group) = Crude death rate in a specific population group

Nstand. pop(spec. group) = NUMber of population in a specific population group of a
standard population

The result of this step, the expected number of deaths in every specific age
group, is in fact the standardized death rate in this particular age group.

4. Step 4 - calculation of the standardized death rate in a total population.
Finally, the standardized death rate is obtained by summation of expected
number of deaths in a specific age group across all age groups (Equation 4).

stand DR(totaI pop) = Z Nexp.deaths(spec.group) Equation 4.

standDRtotal pop) = Standardized death rate in a total population
Nexp. deaths (spec. group) = NUMber of expected deaths in the standard
population in a specific population group
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CASE STUDY: THE PROCEDURE OF DIRECT AGE
STANDARDIZATION OF DISEASE D MORTALITY IN

CROATIA

Entry data
For accomplishing the procedure of direct age standardization of disease D mortality

in Croatia we need following sets of data:

1. Number of deaths of a disease D to be standardized.
In table 2 the number of cases of the disese D in every age group for the
male population for year 2000 is presented. The data were obtained from
National Health Institute of Croatia (17).

Table 2. Number of death cases (absolute incidence) of the disese D in Croatia for male
population for every age group for year 2000. Source: National Health Institute of

Croatia (17).

Age group Number of cases Age group Number of cases

0 0 45-49 80
1-4 0 50-54 143
5-9 0 55-59 237
10-14 2 60-64 258
15-19 3 65-69 249
20-24 4 70-74 200
25-29 15 75-79 253
30-34 14 80-84 159
35-39 36 85+ 68
40-44 52 Total 1773

2. Observed population data.
In Table 3 the number of population in every age group of the Croatian
population is presented. The 1991 census data are used (Table 3, Figure 2). The
data were obtained from Central Bureau of Statistics of Republic of Croatia (18).

Table 3. Croatian population (census 1991) in figures. Source: Central Bureau of Statistics of

Republic of Croatia (18).

Age group Males Females Age group Males Females

0 26361 26361 45-49 147304 148308
1-4 130000 148272 50-54 155474 161793
5-9 168031 159688 55-59 146177 162304
10-14 166573 159218 60-64 105909 146527
15-19 162383 155564 65-69 69655 113449
20-24 169107 164779 70-74 43815 71653
25-29 179330 175245 75-79 44536 75999
30-34 192397 184039 80-84 23986 44564
35-39 184654 174497 85+ 12844 27651
40-44 142937 139918 Total 2271473 2439829
Age Standardization Procedure: Direct Method
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Tha same data are presented also in Figure 2.

250.000

85+ 85+
80-84 80-84
75-79 75-79
70-74 70-74
65-69 65-69
60-64 60-64
55-59 55-59
50-54 50-54
45-49 45-49
40-44 40-44
35-39 35-39
30-34 30-34
25-29 25-29
20-24 20-24
15-19 15-19
10-14 10-14
59 59
1-4 14
0 0
200.000 150.000 100.000 50.000 0 50.000 100.000 150.000 200.000 250.000
W males W females

Figure 2. Number of population by sex in nineteen age groups of the Croatian population, the

3.

1991 census data. Source: Central Bureau of Statistics of Republic of Croatia (18).

Standard population data.

Given the fact that we want to compare the mortality rate of disease D in
Croatia to other countries of World Health Organization (WHQ) European
region mortality rates, the European standard population is the best choice
for standard population. This standard population has been already presented
(Table 1, Figure 1).

Setting the frame table for the standardization procedure

The procedure for standardization of rates could be authomatised by using an
appropriate computer programmes. Spreadsheet programme like Microsoft Excel
could be used. The frame table for the procedure should contain following columns:

Age group,

Number of cases of deaths,

Population (observed),

Rate per 100,000,

European standard population, and

Expected cases of deaths (in European standard population).

In Figure 3 this frame is presented while in Figure 4 in this frame entry data are
already filled in.
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‘osoft Excel’- Copy of Copy of TOPICII'AGE' STANDARDIZATION'DIRECT - example presentation
] Datoteka  Urejanje  Pogled  Vstavianie Oblika Orodia Podatki Okmo  Pomo?  OnriPage  Adohe POF -ax
DEEHR SR @ %R -4l -@Qin -PIMEED
@ @ P Bafid-al —— -2
Al - 5

B C D E F G H T
1 lIndicator No 1
2 Croatia, year 2000, males

Age MNumber of Population Rate per European | Expected

group cases 100,000 population cases

3 (100,000}
4 0 1
5 14
6 59
7 10-14
8 15-19
g 20-24
10 25-29
11 30-34
12 3539
13 40-44
14 45-49
15 50-54
16 55-59
17 60-64
18 65-69
19 70-74
20 75-719
21 30-84
22 85+
23 Total ‘
24 =
W 4+ w\Rates { Graph /_Croatian population { European populatic | < | I} | [EXl]
Risanje = Lz | Samoobiker N\ W [J O A o 92 @ [ S - Z- A
Pripraviien

Figure 3. The frame table for the standardization procedure in Microsoft Excel computer
programme.

53 'Microsoft Excel - Copy of Copy of TOPIC IIAGE STANDARDIZATION DIRECT example presentation  m1 (L1 1

] Datoteka Ursjanje  Pogled Vstavianje Oblka Orodja Podsth  Okmo  Pomod  OmwniPage  Adohe PDF & X
DEHR G RIB %R gx-dime -ef -EITTEL
@ =3 2 e fagm-o| —— -£§
o4 - A D
A B [oF D E F G H Ta|
1 Indicator No 1
2 Croatia, year 2000, males
Age MNumber of Population Rate per European | Expected
group cases 100,000 population cases
3 (100,000}
4| 0 0 26361 1600 1
5 14 0 130000 6400
[3} 5-9 0 168021 7000
7 10-14 2 166573 7000
8 15-19 3 162383 7000
9 20-24 4 169107 7000
10 25-29 15 179330 7000
11 30-34 14 102387 7000
12 35-39 26 184654 7000
13 40-44 52 142937 7000
14 45-49 80 147304 7000
15 50-54 143 155474 7000
16 5559 237 146177 6000
17 60-64 258 105909 5000
18 65-69 249 69655 4000
19 7074 200 43815 3000
20 75-79 253 44536 2000
21 80-84 159 23986 1000
22 85+ 68 12844 1000
23 Total 100000 ‘
p2 o
10« » n\Rates { Graph {_Crostian population {_European populatc[< [ 1| 5|
Risanje = g | Samooblike~ \ N OO E A 2 Bl & S - £ - A zadp
Pripravlien

Figure 4. The frame table for the standardization procedure in Microsoft Excel computer

programme filled in with entry data.
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The procedure

The four steps are as follows:

1. Step 1 - calculation of the specific crude death rate for every (specific) age

group.
The crude specific death rate for every age group is calculated by using the
Equation 1. In Figure 5 the equation for calculating the crude specific death
rate for the age group 0 using corresponding cells for number of deaths and
the observed (actual local) population in this age group in a spreadsheet is
presented.

£ Microsoft Excel - Copy of Copy of 10D NDARDIZATION DIRECT - example presentation = (1) X}
] Datoteka Wrejanje  Pogled Vstaianje Oblika Omodja  Podath  Okmo  Pomod  OmwniPage  Adohe PDF & X
d %0 o = - @ g REED
E E <G
MERAGE v X W/ & =(C4/D4)"100000
A B € D EER  F G H &
1 Indicator No 1
2 Croatia, year 2000, males
Age MNumber of Population Rate per European | Expected
group cases 100,000 population cases
3 (100,000}
ﬂ 0 0, 26361]=(C4/D4)7 100000
5 14 0 130000 6400
(3 59 0 168031 7000
7 10-14 2 166573 7000
8 15-19 3 162383 7000
9 20-24 4 169107 7000
10 25-29 15 179330 7000
11 30-34 14 102387 7000
12 35-39 26 184654 7000
13 40-44 52 142937 7000
14 45-49 80 147304 7000
15 50-54 143 155474 7000
16 5559 237 146177 6000
17 60-64 258 105909 5000
18 65-69 249 69655 4000
19 7074 200 43815 3000
20 75-79 253 44536 2000
21 80-84 159 23986 1000
22 35+ 68 12844 1000
23 Total 100000 ‘
24 o
W < » wh\Rates {Graph { Croatian population { European populatic | < Bl
Risanje Samocblie - G- g-rA-== 0@
Vstavljanjs

Figure 5. Calculation of the specific rate for age group 0 using corresponding cells for

number of deaths, and the observed (actual local) population in this age group in a
spreadsheet.

In Figure 6 the results of this step in the procedure is presented.
In Equation 5 the procedure for calculating the crude specific death
rate for the age group 40-44 is presented, as well as the result.

52
DR =——-——x100000=36.38 ion 5.
crude “Nage 40-44 142,937>< Equation 5

In continuation, the formula from the cell containing the function for
calculating the crude specific death rate for the age group 0 is copied to other
cells in the same column by dragging the right lower corner of the cell and
extending it to the last age group cell (Figure 7).
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example presentation

] Datoteka  Urejanje  Pogled  Vstavianie Oblika Orodia Podatki Okmo  Pomo?  OnriPage  Adohe POF -ax
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E4 - A =(C4/Day100000
AL B c D [ = G H =
1 Indicator No 1
2 Croatia, year 2000, males
Age MNumber of Population Rate per European | Expected
group cases 100,000 population cases
3 (100,000}
4| 0 0 26361 0,00 1600 1
5 14 0 130000 6400
6 59 0 168031 7000
7 10-14 2 166573 7000
8 15-19 3 162383 7000
g 20-24 4 169107 7000
10 25-29 15 179330 7000
11 30-34 14 192397 7000
12 3539 26 184654 7000
13 40-44 52 142937 7000
14 45-49 80 147304 7000
15 50-54 143 155474 7000
16 55-59 237 146177 6000
17 60-64 258 105909 5000
18 65-69 249 69655 4000
19 70-74 200 43815 3000
20 75-719 253 44536 2000
21 30-84 159 23986 1000
22 85+ 68 12844 1000
23 Total 100000
24 v
W 4+ w\Rates { Graph /_Croatian population {European populatic | ¢ I} Bl
Risanje v g | Sapocbike N W DO ] 4 2 @ @ S-Z- A~ e
Pripraviien

Figure 6. The result of calculation of the specific rate for age group 0.

£ Microsoft Ext
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2 Croatia, year 2000, males
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3 {100,000)
4| 0 0 26361 0,00 1600 3
5 14 0 130000 0,00 6400
[ 6 | 59 0 168031 0,00 7000
7| 10-14 2 166573 120 7000
(8 | 15-19 3 162383 1,85 7000
9 | 20-24 4 169107 2,37 7000
10 25-29 15 179330 8,36 7000
11 | 30-34 14 162307 728 7000
12| 3539 36 184654 19,50 7000
13 4044 52 142937 36,38 7000
14 | 4549 80 147304 54,31 7000
15| 50-54 143 155474 91,88 7000
16 | 55.59 237 146177 162,13 6000
17| 60-64 258 105909 243,61 5000
18 65-69 249 69655 357,48 4000
19| 70-74 200 43815 456,46 3000
120 | 7579 253 44536 568,08 2000
21 80-84 159 23986 662,89 1000
22 | 85+ 68 12844 520,43 1000
23 Total =1 100000
24 -
W < » wh\Rates {Graph { Croatian population { European populatic | < im |
risare - I3 [ samocblke - \ N IO K ol 1 [@ | &1+ - A B
Pripravljen Vsota=3203,2%

Figure 7. Copying of the function used for calculation of the specific rate for age group 0 to
all age groups by dragging the right lower corner of the cell and extending it to the

last age group cell.
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In Figure 7 we can verify if the result of calculation of the crude specific
death rate for the age group 40-44 is correct.

Step 2 - calculation of the crude rate for total population.

Prior calculating the crude rate for total population, the totals of number of
cases and population need to be calculated. Figure 8 presents the procedure
for calculating the totals by using the SUM function.

] patotcka Wejane  Pogled  wstavliane  Oblka  Orodja  Podath Okno  Pomof  OmniPage  Adabe PDF -8 x
=] U - @ EmEEl
Semndeyavsata] 17 2]
MERAGE v X A =SUM(C4:C22)
A B | c | D E F G H =
1 Indicator No 1
2 Croatia, year 2000, males
Age MNumber of Population Rate per European | Expected
group cases 100,000 population cases
3 (100,000}
4 0 o 0} 26361 0,00 1600
5 14| [l 130000 0,00 6400
6 59 | Oi 168031 0,00 7000
7 10-14 i 2 166573 120 7000
8 15-19 i 3£ 162383 185 7000
g 20-24 ! 4 169107 2,37 7000
10 25-29 i 15£ 179330 8,36 7000
11 30-34 i Mi 192397 7.28 7000
12 3539 ¢ 26} 184654 18,50 7000
13 40-44 i 52& 142937 36,38 7000
14 4549 4 80& 147304 54,31 7000
15 50-54 i 143¢ 155474 91,88 7000
16 55-59 i 237£ 146177 162,13 6000
17 60-64 ! 258} 105909 243,61 5000
18 65-69 i 249£ 69655 357,48 4000
19 70-74 i 200£ 43815 456,46 3000
20 7579 ¢ 253 44536 568,08 2000
21 30-84 i 159£ 23986 662,89 1000
22 85+ | 68 12844 529.43 1000
E Total :SUM(%% 100000
24 SUM{number; [rumber2]; ...} v
W 4+ vi[\Rates { Graph / Croatian population { European populatic | < Bl
Risanje = samoobiike = SHegrA-==2 0 @2
Pokasite

Figure 8. The procedure of calculation of totals for number of deaths and for Croatian

population.

In Figure 9 the results of this procedure are presented. By comparing the
totals in Tables 2 and 3 we can verify if they are correct.

In continuation, the crude rate for total population is calculated by
using the Equation 2 (Equation 6).

1,773 .
crude DR(totaI pop) = mx 100,000 =78.06 Equatlon 6.

The procedeure of calculation of the crude rate for total population using
corresponding cells for number of deaths and the observed (actual local) total
population in the spreadsheet is presented in Figure 10, while the result in
Figure 11.
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example presentation
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Figure 9. The result of the procedure of calculation of totals for Croatian population, number

of cases and European standard population.
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Figure 10. The procedeure of calculation of the crude rate for total population using corresponding

cells for number of deaths and the observed (actual local) total population.

Age Standardization Procedure: Direct Method

METHODS AND TOOLS IN PUBLIC HEALTH

107



B Datoteka Ursjanje  Pogled  Vstaijanje Oblika Orodja  Podath Okmo  Pomod  OmwniPage  Adohe PDF -8 X
DEHR I GRIEB %RR-9- z-jli@e @ o -PITHTELD
3 Y E] gagH-e -ZE
E24 - A Cude rate
A B € D EER  F G H |
1 Indicator No 1
2 Croatia, year 2000, males
Age MNumber of Population Rate per European | Expected
group cases 100,000 population cases
3 (100,000}
4 0 0 26361 0,00 1600
5 1-4 0 130000 0,00 6400
6 59 0 168031 0,00 7000
7 10-14 2 166573 1.20 7000
8 15-19 3 162383 185 7000
9 20-24 4 169107 2,37 7000
10 25-29 15 179330 8,36 7000
11 30-34 14 192397 728 7000
12 35-39 36 184654 19,50 7000
13 40-44 52 142937 36,38 7000
14 45-49 80 147304 54,31 7000
15 50-54 143 155474 91.98 7000
16 5559 237 146177 162,13 6000
17 60-64 258 105909 242,61 5000
18 65-69 249 69655 25748 4000
19 7074 200 43815 456,46 3000
20 7579 253 44538 568,08 2000
pal 80-84 159 23988 662,89 1000
22 85+ 68 12844 L 52843 1000
23 ‘ Total 1773 2271473 78,06 100000 ‘
24| Crude rate =
W« » wh\Rates { Graph {_Croatian population /_ELropean populatic | < Bl
Risanje = g [Samooblke- \ N[O M At B E M- Z-A-S== @ @ -
Pripravljen

Figure 11. The result of calculation of the crude rate for total population Calculation of the

specific rate for age group 0.

3. Step 3 - calculation of the expected number of deaths in the standard

population for every specific age group.
In the next step, the expected number of deaths in a specific age group is
calculated by using Equation 3. In Figure 12 the equation for calculating the
expected number of deaths in the standard population for the age group 0
using corresponding cells for crude death rate and the standard population in
this age group in a spreadsheet is presented. In Figure 13 the results of this
step in the procedure is presented.

In Equation 7 the procedure for calculating the expected number of
deaths in the standard population for the age group 40-44 is presented, as
well as the result.

N _36.38x7,000 _

eXPectetigeqo.44 100.000 2.55 Equation 7.

In continuation, the equation from the cell containing the function for
calculating the crude specific death rate for the age group 0 is copied to other
cells in the same column by dragging the right lower corner of the cell and
extending it to the last age group cell (Figure 14).
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Figure 12. Calculation of the number of expected number of deaths in the standard population for age

group 0 by using corresponding cells for crude death rate and the standard population in

this age group in a spreadsheet.
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Figure 13. The result of calculation of expected number of deaths in the standard population for age

group O.
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Figure 14. Copying of the function used for calculation of the number of expected number
of deaths in the standard population for age group 0 to all age groups by dragging
the right lower corner of the cell and extending it to the last age group cell.

Figure 15. The procedeure of calculation of the crude rate for total population using the
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SUM function in MS Excel programme.
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4. Step 4 - calculation of the standardized death rate in a total population.
Finally, the standardized death rate is obtained by summation of number of expected
cases in standard population across all age groups. Figure 15 presents the procedure
for calculating the totals by using the SUM function in MS Excel programme, while
Figure 16 presents the final result of the procedure.
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Figure 16. Final result of the procedure of calculating standardized death rate.

EXERCISE

Task 1
Carefully read the theoretical background of this module and discuss the
confounding phenomenon with other students.

Task 2
Compare and interpret the crude rate and the SDR for disease D for male population
of Croatia (Figure 16) given the disease is cancer (all sites). What do you think such
a result mean?

Task 3
Perform the standardization procedure for female population for the disese D
mortality in Croatia. Number of death cases (absolute incidence) is presented in
Table 4.
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Table 4. Number of death cases (absolute incidence) of the disese D in Croatia for female
population for every age group for year 2000 (8). Source: National Health Institute

of Croatia
Age group  Number of Age group  Number of Age group  Number of
cases cases cases

0 0 30-34 10 65-69 270
1-4 0 35-39 29 70-74 240
5-9 0 40-44 24 75-79 330
10-14 1 45-49 67 80-84 238
15-19 0 50-54 136 85+ 102
20-24 2 55-59 158 Total 1825
25-29 9 60-64 209

Follow the procedure presented in this paper from Step 1 to Step 4 (Figures 3
thru 16)°.

Task 4
Compare:
e your results obtained in the Task 3 to results of other students,
o the results of female part of the population (Task 3) to the male part of the
population (Case study),
e try critically to discuss the differences.

Task 5
Critically discuss strengths and limitations of standardization procedure in
controlling the confounding phenomena.
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Learning objectives

After completing this module students should be able to:

o explain why summary measures are needed in medicine and public health;

o define the meaning and compute the mean, median and mode of a given
set of data (grouped and ungrouped);

¢ define the meaning and compute the range, inter-quartile range, variance,
standard deviation and coefficient of variation;

o describe the limitations, advantages and disadvantages of different
measures of central tendency and dispersion;

o select appropriate measures of cental tendency and dispersion for a given
data situation;

o discuss the concept of normality of health data in terms of measures of
central tendency and dispersion.

Abstract

Central tendency and dispersion measures (CTDM) are essential for
summarizing any data set of individual scores. This process is based on two
main characteristics of quantitave data - its variability and tendency to some
typical level. This section is devoted to the numerical approach of data
summarising with the objective to underline the meaning of different
measures, to present some simple basic methods of converting the raw data
into meaningful summary statistics. The advantages and disadvantages of
different CTDM are underlined in relation to different scales of data
presentation, and to different form of frequency distributions. The module is
also describing the main uses of different CTDM and the concept of normality
of health data.

Teaching methods

Two-hour lecture introduce the students to the main concepts of CTDM. After
the lecture students read and discuss in groups all the material presented in this
section and individually answer the multiple choice questionnaire.

Specific o work under teacher supervision/individual students’ work proportion:
recommendations 50%/50%;
for teachers o facilities: a computer room;
e equipment: computers (1-2 student), LCD projector, access to the
Internet and statistical package software;
e training materials: recommended readings or other related readings;
o target audience: bachelor and master students in public health.
Assessment of Multiple choice questionnaire (MCQ) - minimum 70% success.
students
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MEASURES OF LOCATION: MEASURES OF

CENTRAL TENDENCY AND DISPERSION
Gena Grancharova, Silviya Aleksandrova

THEORETICAL BACKGROUND

Introduction

In the chapter on organizing and describing data it was demonstrated how raw data
could be organized and presented in a meaninful way. A frequency distribution
gives a good general picture of the pattern of the observations but sets of
measurements cannot be adequately described only by the values of all individual
measurements. For many purposes, the overall summary of a group's characteristics
is of utmost importance (1,2). The researcher usually asks questions such as, “What
is the average fruit consumption in the group under study?” or “What is the average
age of women delivering low birth weight infants?” Such questions seek a single
number that best represents the whole distribution of the corresponding data values.
It is obvious that further summarization is necessary, particularly before inferences
or generalizations are drawn from the data under observation (3-6).

The process of summarization is based on two main characteristics of
quantitave data.

1. firstly, the principal problem encountered in working with medical and
public health data is its variability. Even when we follow all the strict
requirements for random sampling we would almost certainly obtain
different values of the variables studied in particular populations and
samples, and

2. secondly, despite the individual fluctuations, many of the variables used in the
behavioural or life sciences are distributed in such a way that most scores fall
in the middle, with fewer scores falling on either side, in the “tails” of the
distribution (7). In other words, the values of the most quantitative variables
tend to some typical “middle” level (central point or the most characteristic
value) around which all the values are distributed. Because an index of
typicalness is more likely to be representative if it comes from the center of a
distribution than if it comes from either extreme, such measures are referred to
as measures of central tendency (2,6,8).

The central tendency is due to determining factors and causes inherent in all
cases of a given sample or population while the variability or dispersion is due to
specific factors which may occur in some cases but may be absent in others.

There are two basic methods of summarization: numerical and graphical. The
objective of the numerical approach is to convert masses of numbers (raw data) into
meaningful summary statistics (indices), reduced to a single number, that convey
information about the average (typical) degree of a given variable and the degree to
which observations differ (the degree of dispersion or spread).
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Measures of central tendency

Before presenting the specific measures of central tendency, it is important to be
familiar with some basic terms. An array of a set of numbers is simply those
numbers in (algebraically) ordered sequence from the lowest to the highest (5).
Each array has the following basic components:

e X - each individual raw score in a sample or in a population;
n - the number of cases in a sample;
N - the number of cases in a population;
f - frequency (the number of observations with the same value);
range - the difference between the largest and the smallest value in an array;
2X - the sum of all values in a sample or in a population

Before presenting the specific measures of central tendency, it is important
also to know the shape of the distribution (there are distributions that do not assume
a “normal” distribution) and the dispersion of the scores in order to interpret the
data correctly.

Measures of central tendency are measures of the location of the middle or the
center of a distribution. The definition of "middle" or "center” is purposely left somewhat
vague so that the term "central tendency" can refer to a wide variety of measures. The
three most commonly reported measures of central tendency are (9,10):

e the arithmetic mean,
e the median, and
e the mode.

Mean
Arithmetic mean
The mean is the most commonly used measure of central tendency. When the word
“mean” is used without a modifier, it can be assumed that it refers to the arithmetic mean.
In a sample arithmetic mean is denoted by X while in a population it is denoted by 4 .
Mathematically the mean is the sum of all the scores divided by the number of
scores. In Equation 1 calculation of mean in a sample is presented :

X =

X .
X tXp et X _ z Equation 1.
n n

X = mean of a sample
n = number of units in a sample studied
Xn = value of a single unit

If we are studying a population, then the calculation is exactly the same only
denotation is different (Equation 2):

As the public health investigations are mostly based on samples from which the

conslusions and generalizations for the populations are made, further on in the text we

will use X as a symbol of arithmetic mean.
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X
_KXtXt X Z Equation 2.
N N

4 = mean of a population

N = number of units in a population studied
X, = value of a single unit

The approaches to compute the arithmetic mean depend on the way on which the
initial data are presented (raw or groupped data), and, if we have no statistical computer
programme or hand calculator available, on the number of cases (statistical units) (3).

Calcualtion of the arithmetic mean in practice when raw data are available is
presented in Case study 1, Case 1. The procedure of calculation has already been
presented in Equations 1 and 2.

When only groupped data are available the mean can also be calculated. The
procedure is different when group intervals are equal, or when they are not:

o groups of unequal intervals (Equation 3):

Equation 3.

X = arithmetic mean
z xf = the sum of products of values of variable X (x1, x5, x3, ..... Xn)

and the absolute frequency f for each value of variable X
Zf = the sum of absolute frequency f for each value of variable X

that equals to the number of cases

Calcualtion of the arithmetic mean in practice when only groupped data are
available, and intervals of groups are not equal is presented in Case study 1, Case 2.
This approach could be quite boring when the sample is big and the
variable has many values. In such situations the transformation of the grouped
data into equal width intervals (classes) is preferred;
o groups of equal intervals (classes) (Equation 4):

Equation 4.

X = arithmetic mean
¢ = the mid-point of the class interval
Zf = the number of cases

ch = is the sum of the products of ¢c and 2f
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Calcualtion of the arithmetic mean in practice when only groupped data
are available, and intervals of groups (classes) are equal is presented in Case
study 1, Case 3.

Weighted arithmetic mean
When the research design includes observation of a sample consisting of two or more
groups with different number of cases in each group the weighted arithmetic mean
will be the most appropriate measure of central tendency for the whole sample
(6,11,12).

This approach is similar to the computing of the mean for grouped data but
instead of the interval mid-points the true group means are used in calculation. Thus,
the weigted mean takes into account the different number of cases (that is, unequal
weight) and the real mean for each group. The calculation of the weighted mean
follows 2 steps:

o firstly, we have to multiply the mean for each group by the corresponding
number of cases in each group, and add up the totals;

« secondly, the sum of totals (obtained in the first step) is divided by the total
number of cases in the sample

Data values with larger weights contribute more to the weighted mean and data values
with smaller weights contribute less to the weighted mean. The formula for
calculation is (Equation 5):

= Equation 5.
bW

= weighted arithmetic mean

XW
w = weight assigned to each data value

Calcualtion of the weighted arithmetic mean in practice is presented in
Case study 1, Case 4.

Characteristics of the mean
At the end we think it is worthwhile to summarize and present basic
characteristics of the aritmetic mean:

1. The arithmetic mean is unquestionably the most widely used measure of
central tendency. It has the advantage to substitute by one single number
all the individual values of a given variable and describe the typical level
of a variable in a data set.

2. For normal or roughly symmetric distribution, the mean is the most
efficient and therefore the least subject to sample fluctuations of all
measures of central tendency. But can be misleading in skewed
distributions since it can be greatly influenced by scores in the tail.
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Therefore, other statistics such as the median may be more informative for
skewed distributions. Also, the geometric mean is less affected by extreme
values than is the arithmetic mean and is useful as a measure of central
tendency for some positively skewed distributions.

Substantial disadvantage of the mean is that it can be drastically affected
by the presence of a small number of outliers, e.g. observed values that are
strikingly different from the rest (either unusually large or small). Such
extreme values can distort the mean, particularly if there is a small number
of subjects. Nowever, there are methods that allow to eliminate some
extreme values and compute a new mean, which will be more typical for a
particular empirical distribution. Such method is the criterion U, calculated
as the ratio of the difference between the outlier (x;) and the mean X and
the standard deviation s. The computed criterion U is then compared with
the table critical values of u; and if u>u,, the extreme value x; is disgarded
as unusual.

The sum of the deviations of the scores in the distribution from the mean
always is equal to zero. This is true because, by definition, the mean is the
mathematical centre of the data. Thus, half of the distribution is above and
half below the mean.

The sum of the squares of the deviations around the mean is smaller than
the sum of squares around any other value. This characteristics of the mean
underlies the calculation of the “least squares”, which is used in applying
some other statistical methods, such as regression analysis.

If to each value of the frequency distribution the same number is added or
subtracted, then the mean is increasing or decreasing by the same number.
The mean is not generally a “real” value and this makes the acceptance and
interpretation of the data sometimes more difficult — for example, a mean
number of children in a sample might be 2.4, or an average number of
limbs 3.997.

Median

The median (Me) is the measure of central tendency which is not calculated but
identified or determined. It is a member of a family of measures of location called
quantiles that are in details describen in a separate module.

It is the measure that tells what is the value of the middle observation when

data have been arranged in ordered series from the lowest to the highest value.
Half of units of a sample (or population) lie above the median and half below the
median. The procedure to identify the median is to:

rearrange all observations (units) in order of magnitude (from the smallest
to the largest) in an ordered series (one must be sure to list all data values
even though some values may repeat more than once);

then we must determine whether the number of cases is odd or even;

when the number of observations is odd, the median is simply the value of
the middle observation (unit) in the ordered series;
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o when the number of observations is even, the median is just a halfway of
values of the two middle observations.

Identification of the median in practice is presented in Case study 1, Case 5.

Because the median is less sensitive than the mean to the biasing influence
of extreme scores on a data set, it is best used when a distribution is known to be
asymmetric or when its shape is otherwise unknown.

The median is particalarly suitable for scales of measurement having
ordinal characteristics and when the validity of assumotions about in the size of
the intervals between data points is questionable (9,13).

Characteristics of the median
Characteristics of the median are as follows:

1. The median is usually a realistic value, or at worst measured in half-units
(when the number of observations is even).

2. A better advantage over the mean is that the median is more robust towards
outliers (extreme scores). The persense of a few extreme observations in
the sample (from whatever cause) do not affect the middle values (8). This
makes the median a better measure than the mean for highly skewed
distributions.

3. The only disadvantage of the median is that it does not include all the
individual values of a variable. It reflects only one value in odd number of
cases or two values in even number of cases.

4. The median is preferred measure of central tendency when (11):

o the lowest and highest values of a quantitative variable are far off of
the rest values;

e there is uncertainty in some values;

e it is not possible to determine the exact shape of the distribution or
when the distribution is highly asymmetric;

e the number of cases is small.

Mode
The mode (Mo) is the observation in an array with the highest frequency of
occurrence. The advantage of the mode as a measure of central tendency is that its
meaning is obvious and it is the simplest to determine of the three measures of
central tendency. Actually, the mode is not computed but rather is determined
through inspection of a frequency distribution.

Although it is common for most distributions to contain exactly one mode
(as in a normal distribution and large homogenious samples), it is possible for
more than one mode to exist. A distribution having one mode is called unimodal.
A distribution having two modes is called bimodal.

Identification of the mode in practice is presented in Case study 1, Case 6.

Characteristics of the mode
Characteristics of the mode are as follows:
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1. The mode is a quick and easy method of determining the most popular score
at a glance.

2. Itis the only measure of central tendency that can be used with nominal data.

3. The mode is the weakest measure of central tendency. It often provides a
crude and limited representation of the characteristics of a distribution as
compared to the mean and median. This is true because, in some cases, the
mode may be the lowest or the highest value in the distribution.

4. It is greatly subject to sample fluctuations and is rather unstable, e.g. the
modes tend to fluctuate widely from one sample drawn from a population to
another sample drawn from the same population. Therefore, it is not
recommended to be used as the only measure of central tendency. The mode
is seldom used in research reports except in association with other measures
of central tendency.

5. As the weakest measure of central tendency, the use of the mode is restristed
to nominal scales of measurement and is seldom reported except in
association with other measures of central tendency.

6. A further disadvantage of the mode is that many distributions have more than
one mode. These distributions are called multimodal.

7. Nevertheless, the mode has a true meaning and this is very important in
medicine and public health. For example, it is more important to determine
which group has higher risk for some disease, e.g. to determine the mode in
the age distribution instead of calculating the mean age of persons with the
disease.

Other measures of central tendency

Trimmed mean
A trimmed mean is a systematic method for avoiding outliers when calculating
means by discarding or “trimming off” a certain percentage of the lowest and the
highest scores and then computing the mean of the remaining scores (14,15).
After removing the specified observations, the trimmed mean is found using an
arithmetic averaging formula. For example, a mean trimmed 50% is computed by
discarding the lower and higher 25% of the scores and taking the mean of the
remaining scores.

A trimmed mean is obviously less susceptible to the effects of extreme
scores than is the arithmetic mean. It is therefore less susceptible to sampling
fluctuation than the mean for extremely skewed distributions. It is less efficient
than the mean for normal distributions. This method is best suited for data with
large, erratic deviations or extremely skewed distributions.

A trimmed mean is stated as a mean trimmed by X%, where X is the sum of
the percentage of observations removed from both the upper and lower bounds.
For example, to trim the mean by 40% it means that we remove the lowest 20%
and the highest 20% of values.

In contrast to the arithmetic mean, the trimmed mean is a robust measure of
central tendency. For example, a small fraction of anomalous measurements with
abnormally large deviation from the center may change the mean value
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substantially. At the same time, the trimmed mean is stable in respect to presence
of such abnormal extreme values, which get "trimmed" away.

Trimmed means are often used in Olympic scoring to minimize the effects
of extreme ratings possibly caused by biased judges, where the extreme scores are
often discarded before computing the score for a particular performance.

Calculation of trimmed mean in practice is presented in Case study 1,
Example 7.

Trimean

The trimean is a measure of central tendency computed by using quantiles
(percentiles or quartiles and median) that are described in details in a separate module
in this book. If we use percentiles for calculation, the procedure is as follows
(Equation 6):

e adding the 25" percentile,

o plus twice the 50 ™ percentile,

e plus the 75™ percentile, and

o dividing by four.

_ Py +(2xPsg )+ P
4

™

Equation 6.

TM = trimean

P,s = 25" percentile
Pso = 50" percentile
P;5 =75 percentile

Exactly the same results we obtain if we use the quartiles, or quartiles and median) for
calculation (Equation 7):

™ = Q +(2><4Q2)+Q3 _ Q +(2><4Me)+Q3

Equation 7.

TM = trimean
Q, =1% quartile
Q, = 2" quartile
Q; = 3" quartile
Me = median

The trimean is a good measure of central tendency but it is not used as
much as it should be (16). It is almost as resistant to extreme scores as the median
and is less subject to sampling fluctuations than the arithmetic mean in extremely
skewed distributions. It is less efficient than the mean for normal distributions.

Calculation of trimean in practice is presented in Case study 1, Example 8.
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Geometric mean
The geometric mean is a type of mean or average, which indicates the central
tendency or typical value of a set of numbers. It is similar to the arithmetic mean,
except that instead of adding the set of numbers and then dividing the sum by the
count of numbers in the set, n, the numbers are multiplied and then the n" root of the
resulting product is taken. It is rarely used in biomedical research. However, it should
be obligatory applied when the values of the variable increase in geometric
progression or the distribution of frequencies by the logaritms of observed values of
the variable are approximately symmetric (17).

The geometric mean only applies to positive numbers. It is also often used for
a set of numbers whose values are meant to be multiplied together or are exponential
in nature, such as data on the growth of the human population.

Calculation of the geometric mean is easy — it is just the n™ root of the product of
the scores (Equation 8) (16):

1 1 )
GM =1/X; X Xp X Xg X o..x Xy = (X X Xp X Xg X ... X 0 =(HXF Equation 8.

GM = geometric mean

n = number of units in a sample studied
Xn = value of a single unit

IIx = product of all scores

The geometric mean can also be computed by taking the logarithm of each number, or
computing the arithmetic mean of the logarithms

Calculation of geometric mean in practice is presented in Case study 1,
Example 9.

The geometric mean must be used when working with percentages (which are
derived from values), whereas the standard arithmetic mean will work with the values
themselves (16).

Comparison of the measures of central tendency
Of the five measures of central tendency, the mean is the most stable. If repeated
samples were drawn from a given population, the means would vary ot fluctuate
less than the modes or medians. Because of its stability, the mean is the most
reliable estimate of the central tendency of the population.

The arithmetic mean is the most appropriate measure in situations in which
the concern is for totals of combined performance of a group. When the primary
concern is to learn what a typical value is, then the median would be preferred (2).

Of the five measures of central tendency discussed, the mean is by far the
most widely used. It takes every score into account, is the most efficient measure
of central tendency for normal distributions and is mathematically tractable
making it possible for statisticians to develop statistical procedures for drawing
inferences about means. On the other hand, the mean is not appropriate for highly
skewed distributions and is less efficient than other measures of central tendency
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when extreme scores are possible. The geometric mean is a viable alternative if
all the scores are positive and the distribution has a positive skew.

The median is useful because its meaning is clear and it is more efficient
than the mean in highly-skewed distributions. However, it ignores many scores
and is generally less efficient than the mean, the trimean, and trimmed means.

The mode can be informative but should almost never be used as the only
measure of central tendency since it is highly susceptible to sampling fluctuations.

The trimean and trimmed means are both examples of statistics developed
to resist sampling fluctuations. It is highly recommended that at least one of these
two be computed in addition to the mean (14,15,18).

The level of measument plays an important role in determining the appropriate
index of central tendency that can be used to describe a variable. In general, the mode
is appropriate for nominal measures. The median is appropriate for ordinal measures.
The mean is appropriate for interval and ratio measures (7).

However, the higher the level of measurement, the greater the flexibility we
have in choosing a descriptive statistic. Variables measured on an interval or ration
scale can use any of the three measures of central tendency, although it is usually
preferable to use the mean (2).

In skewed distributions, the values of the mode, median, and mean differ. The
mean is always pulled in the direction of the long tail (17). This means that the mean
is typically higher than the median and mode in positively skewed distributions
(Mo<Me< X ) (Figure 1). The mean is lower than the median and mode in negatively
skewed distributions (Mo>Me>X) (Figure 2) (3,17). When a distribution is
symmetric and unimodal, the three measures of central tendency — the mean, the
median and the mode — coincide (3,17).

[N

N\

Figure 1. Arithmetic mean ( X ), mode (Mo) and median (Me) in a positively skewed
distribution.

Measures of Location: Measures of Central Tendency and Dispersion

METHODS AND TOOLS IN PUBLIC HEALTH 125


http://www.davidmlane.com/hyperstat/A137187.html
http://www.davidmlane.com/hyperstat/A49797.html

Figure 2. Arithmetic mean (X ), mode (Mo) and median (Me) in a negatively skewed
distribution.

To illustrate the difference between arithmetic and geometric mean, the best is
to think in terms what question answer both of them. While arithmetic mean answers
the question, “If all the units in a sample (population) had the same value, what would
that value have to be in order to achieve the same total?”, the geometric mean answers
the question, “If all the units in a sample (population) had the same value, what would
that value have to be in order to achieve the same product?”

Measures of dispersion (variability)

Why do we need measures of dispersion?

We need measures of dispersion because measures of central tendency do not give a
total picture of a distribution.

Two sets of data with identical means could be different from one another.
Two distributions with the same means could be very different in shape: for
example, they could be skewed in opposite directions (2). Secondly, even when
two sets of data have equal means, medians, modes, and the same form of
distribution, they could be different from one another. Knowledge of a single
summary figure for describing the location of a center of a sample or population
is not enough without a measure of the extent of variability or spread of the
measurements around this summary index. Illustration is given in Case study 2,
Case 1.

Health workers often have to decide whether to classify an individual as
healthy ot sick, suffering from a particular disease or not, needing treatment or
not, etc. For this task, the co-called “normal” values of certain measurements
provide the necessary yardstick. But the word “normal” value is a statistical
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concept and depends, to a great extent, on the distribution of the classifying
attribute in the population. Measuresures of spread or dispersion or variability
are, therefore, a complete description of a given health data set. No description of
any health data by summary measures is complete without the measures of
variability (6). Several such measures have been developed, the most common of
which are:

e the range,
standard deviation,
variance,
inter- and semiquartile range, and
coefficient of variation.

Range
The range is simply the difference between the extreme values (the highest and
the lowest) of the variable in a given empiric distribution (12,19). It is usually
denoted by d (difference) and is express as (Equation 9):

d = Xmax — Xmin Equation 9.

d = the range
Xmax = the lowest value

Xmax = the highest value

The chief virtue of the range is the ease with which it can be computed.

As an index of variability, the shortcomings of the range outweigh this
modest advantage. The range being based on only two scores (and the two most
unusual at that), is a highly unstable index. The drawback to this simple measure
is also the fact that a single outlier may have a large impact on the range (8) (Case
study 2, Case 2).

Another difficulty with the range is that it ignores completely variations in
scores between the two extremes. Surely, a value that seeks to measure variation
within a group of individuals should reasonably be expected to be based on
information gathered from all the individuals under study, not merely on two selected
and unrepresentative ones.

For these reasons, the range is used only as a gross descriptive index and is
typically reported in conjunction with, not instead of, other measures of variability
(6,10,13,20).

Standard deviation and variance
The standard deviation (denoted by SD or s for a sample and o for a population)
is the most commonly reported measure of variability, especially with interval - or
ratio-level data. It is a statistic that describes the degree of variarion among the
individual observartions in the sample (21). Like the mean, the standard deviation
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considers every score in a distribution. For this reason, means and standard
deviations are generally reported together, whether in the text or in tables (7).

The standard deviation represents the average deviation of scores in a given

distribution around the central score, e.g. the mean, which serves as a reference
point or baseline for the entire data set. The calculation of SD includes the
following steps (3,10):

firstly, we need to calculate how much each individual varies from the
mean by simply subtracting the mean from each individual value - x- X ;
measuring the overall variation present in the study group by adding the
individual variations together - this sum is denoted by Z(x- X ). In order to
calculate the average deviation the sum Z(x- X ) should be divided by the
number of scores n. We would expect this to be large if the variation is
large, and small if most individuals are very similar to the mean value and
hence show relatively little variation. Unfortunately, totaling the
differences of deviations in this way tells us nothing at all. The reason is
that those individuals who have values larger than the mean (e.g. x-X is a
positive value) will simply cancel out those who have values below the
mean (e.g. x- X is a negative value). So, any data set, highly consistent or
highly variable, will result in a zero value when all the deviations are
added together - £(x- X ) will always be equal to zero;

to get around the problem of positive and negative variation, we can square
each difference so that both positive and negative values end up as positive
and no longer cancel out one another. The new measure of the variation in
a group of individuals is therefore £(x- X ) and it is referred to as the sum
of squares or the sum of squared deviations from the mean;

the sum of squares as a measure of variation has some limitations related to
the number of results under study. To allow fair comparisons between
studies of different sizes, and to provide a truly universal measure of
variation, it is reasonable to take the study size into account by calculating
an “average” variation. This measure is called the variance - s* and is
calculated as (Equation 10):

-\2
X Z(X %) Equation 10.

-1

s? = variance of a sample

x = value of a single unit

X = arithmetic mean of a sample

n = number of units in a sample studied
n-1 = degrees of freedom (df)

finaly, the variance s* has one major drawback as a truly useful measure of
variation. It is based on squared differences, and hence it measures variation in
squared units which is not convenient (for example, it is nonsense to say that
the variation in blood pressure study is in squared millimeters of mercury). To
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solve this problem we need to take the square root of the variance and we will
come to the most meaningful and most widely used measure of variability
known as the standard deviation - s or SD (Equation 11):

-\2
S = Z(x——lx) Equation 11.

s = standard deviation of a sample

x = value of a single unit

X = arithmetic mean of a sample

n = number of units in a sample studied
n-1 = degrees of freedom (df)

Calcualtion of variance and standard deviation in practice is presented in Case
study 2, Case 3.

The standard deviation can also be used in interpreting individual scores from
within a distribution. Using the basic principle of normal distribution (Figure 3), we
can determine the limits of different groups of normality to assess and interpret the
individual results.

When the distribution of scores is normal or nearly normal, it is possible to say
even more about the standard deviation. There are about 3 SDs above and 3 SDs below
the mean with normally distributed data. Further more, in a normal distribution, as shown
in Figure 3, a fixed percentage of cases falls within certain distances from the mean (2,3):

21% 14%

70 80

-3sD -25D -18D X +18D +2SD +3sD

Figure 3. Standard deviations in a normal distribution.

e 68% percent of all cases fall within 1 SD of the mean (34% above and 34%
below the mean);
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e 95% of the scores fall within 2 SDs from the mean;
¢ only a handful of cases — about 2% at each extreme — lay more than 2 SDs
from the mean.

Using this principle, we can easily create “normal limits” and interpret
individual scores for many clinical and laboratory tests.

In case of skewed distributions, the “normal limits” can be established
based on percentiles, as described in a separate module in this book.

In summary, the standard deviation is a useful index of variability that can be
used to describe an important characteristic of a distribution and also can be used to
interpret the score of the performance of an individual in relation to others in the
sample. Like the mean. The standard deviation is stable estimate of a population
parameter and also is used in more advanced statistical procedures. The standard
deviation is the preferred measure of distribution’s variability but it is appropriate
only for variables measures on the interval or ratio scale (2,3,22,23).

Interquartile and semiquartile ranges
The interquartile range
The interquartile range (IQR) is the difference between the third (Q3) and the first
(Qy) quartiles in a dataset (where quartiles are the values that divide the data into
four equal sized parts). Quartiles are described in details in a separate module.
Characteristics of IQR are:
o the advantage of the IQR over the range is that it is quite robust to outliers;
e the IQR is commonly quoted in conjunction with the sample median.

Calcualtion of IQR in practice is presented in Case study 2, Case 4.

The semiquartile range
The semiquartile range (SQR), used as a term in many statistical texts instead of
IQR, is half of the distance between Q; and Qs

Because these two measures of variability are based on middle cases rather
than extreme scores, they are considerably more stable than the range (2,8).

Coefficient of variation

The standard deviation s and the variance s> have the same measurement units as the
mean X and because of this they are not appropriate for comparing the relative
variability of different distributions where the variables are measured in different
units (height, weight, blood pressure, cholesterol level, etc.) This problem can be
overcome by calculating another measure of variation called the coefficient of
variation (denoted by CV), also known as relative variability. It expresses the sample
standard deviation in a proportion or percentage of the mean value (1). When
expressed as percentage it is calculated by the formula (Equation 12):
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oV =2x100 Equation 12,
X

CV = coefficient of variation
X = arithmetic mean of a sample
s = standard deviation of a sample

The main advantage of the coefficient of variation is its independence of any
unit of measurement, and thus useful for comparison of variability in two or more
distributions having variables expressed in different units (1,6). For example, if we
measure height and weight in a sample, it is not possible to say which variable varies
greatly because these two variables have different measurement units. Using the
coefficient of variation we can transform the standard variations in comparable units,
expressed in percents. The interpretation is as follows (3):

o when the value of the coefficient of variation is less than 10% we could say
that the degree of variation is low and the sample is quite homogeneous;

e inasituation when 10%<V<30% - the variation is moderate;

o with V>30% the variation is considerable, and this is a clear evidence of
heterogeneity of the sample or population under study

Calcualtion of coefficient of variation in practice is presented in Case study 2,
Case 4.

Summary
In this module two essential measures of location for describing and representing
frequency distributions were discussed: measures of central tendency and variability.

The measures of central tendency outlined were the mode and the median for
discrete data, and the mean for continuous data. The weighted mean, trimean and
trimmed mean were shortly presented as well.

Measures of variability were shown to be the range, the variance, the standard
deviation, the inter- and semiquartile range, and the coefficient of variation.

All these statistics are appropriate for processing the data to the point that a
distribution of raw data can be meaningfully represented by only two statistics. We have
seen that the mean and the standard deviation are the most appropriate for interval or ratio
data when the distribution is similar enough to normal distribution. The median and the
inter- or semiquartile range are used when the data was measured on an ordinal scale, or
when interval or ratio data is found to have a highly skewed distribution.

The content of the module focused on the meaning and the use of these
concepts, rather than stressing on calculations that nowadays are made usually by
statistical package software.
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CASE STUDY 1: MEASURES OF CENTRAL TENDENCY
Case 1 — calculation of arithmetic mean when raw data

are available
Suppose the age at first birth for a sample of 10 mothers is (24):

18 21 23 23 25 27 27 28 30 33
Then the mean age is given according to Equation 1 by (Equation 13):

)_(:18+21+23+...+33:§:25.5 Equation 13.
10 10

Case 2 — calculation of arithmetic mean when only
groupped data are available and intervals of groups are

of unequal size
Suppose the values of height for 100 female urban liveborns are those presented in
Table 1.

Table 1. Elements of calculation of arithmetic mean when only groupped data are available and
intervals of groups are of unequal size.

Height in cm Frequency Product
x) ®) (xf)
46 2 92
47 6 282
48 7 336
49 20 980
50 30 1,500
51 20 1,020
52 8 416
53 5 265
54 2 108
f=n=100 3xf=4,999

The arithmetic mean can be computed according to Equation 3 through the
following algorithm (Equation 14):
o each value of the variable is multiplied by its frequency and the product xf
is recorded in the appropriate row and column;
e the products in column 3 are summed and recorded as 2xf;
o the sum 2xf is divided by the number of cases (2f = n) to come to the mean X .

X = 4999 =49.99 =50 Equation 14.
100
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Case 3 — calculation of arithmetic mean when only groupped

data are available and intervals of groups are of equal size
Let us take the same example of height for 100 female urban liveborns and regroup
the data into 3 equal class intervals (Table 2).

Table 2. Elements of calculation of arithmetic mean when only groupped data are available and
intervals of groups are of equal size.

Height in cm Frequency Mid-point of the Product
class interval
x) (®) (© (cf)
46 - 48 15 47 705
49 -51 70 50 3,500
52 - 54 15 53 795
2f=n=100 2cf=5,000

The algorithm for computing the mean is according to Equation 4 the following (Equation 15):
o defining the interval width;
e regrouping the data into equal width intervals and summing the frequences for

each interval;

defining the mid-point of each interval;

multiplying the frequency of each interval by its mid-point;

recording the products cf in the corresponding rows;

summing the products cf and recording the sum 2tf in the bottom line;

dividing the sum 2tf by the number of cases 3f to come to X .

5000
100

x|

=50.00=50 Equation 15.

It is obvious that the arithmetic mean is the same as in case 1 but with intervals the
computing is easier.

Table 3. Elements of calculation of arithmetic mean when only groupped data are available and
intervals of groups are of equal size.

Systolic blood Frequency Mid-value of the Product
pressure in mmHg class
(class interval)

x) ®) (© (cf)
90-99,9 4 95 380
100-109,9 16 105 1,680
110-119,9 18 115 2,070
120-129,9 40 125 5,000
130-139,9 66 135 8,910
140-149,9 56 145 8,120
150-159,9 34 155 5,270
160- 169,9 6 165 990
Total f=n=240 - 2cf = 32,420
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Let us now consider another set of data presented in Table 3 - Systolic blood
pressure for 240 men (data modified from Lwanga et al. (6). The arithme3tic mean is
then calculated according to Equation 4 as follows (Equation 16):

=1351 Equation 16.

Case 4 - calcualtion of the weighted arithmetic mean
Suppose mean ages of preschool children in 5 different villiages (data modifeid from
Lwanga et al. (6)) (Table 4). On the basis of available data we can, according to
Equation 5, calculate weighted arithmetic mean (Equation 17).

Table 4. Elements of calculation of weighted arithmetic mean.

Village No. of children Mean age Product
No. (in months)
W) (x) (wx)
1 35 61.5 2,152.5
2 40 62.0 2,480.0
3 45 62.5 2,812.5
4 50 63.5 3,175.0
Jw=n=170 2wx = 10,620
- 10620 .
Xy 170 62.47 Equation 17.

Thus, the weighted mean is 62.47 months.

Case 5 - identification of the median
Suppose the age at first birth for a sample of 10 mothers is (8):

18 21 23 23 25 27 27 28 30 33

In this set of data where the number of units in the sample is even (ten), the median
age at first birth is 26 — the mean of the two middle numbers 25 and 27.

18 21 23 23 25 27| 27 28 30 33

In continuation we add to the observed set of data one case more:

18 21 23 23 25 27 27 28 30 33 33
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In this set of data where the number of units in the sample is now odd (eleven), the
median age at first birth is 27 - simply the value of the middle observation in the
ordered series of data:

18 21 23 23 25 [27] 27 28 30 33 33

Case 6 - identification of the mode
Suppose the age at first birth for a sample of 10 mothers is (8):

18 21 23 23 25 27 27 28 30 33

In this set of data, the variable “age at first birth” has two modes - 23 and 27.

18 21 23 23 25 27 27| 28 30 33

In continuation we change the set of data: the case number 3 has value 22 instead
of 23:

18 21 22 23 25 27 27 28 30 33

In this set of data, the variable “age at first birth” has one mode - 27.

18 21 22 23 25 |27 27| 28 30 33

Case 7 - calculation of the trimmed mean
As a first example we have calculation of mean score of referees in a figure skating
competitition. A figure skating competition produces the following scores:

6.0 81 83 9.1 99

A mean trimmed 40% by using Equation 1 and trimming 40% of values would equal
(Equation 18):

1+8. A
Xirimmed = % =85 Equation 18.

while ordinary mean would be (Equation 19):
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6.0+81+83+9.1+9.9
3

X =

8.28 Equation 19.

We could see that trimmed mean is larger than the ordinary arithmetic mean. To trim
the mean by 40%, we remove the lowest 20% and highest 20% of values, eliminating
the scores of 6.0 and 9.1. As shown by this example, trimming the mean can reduce
the effects of outlier bias in a sample (18).

Let us take now a set of final exam scores for a 40-question test of 20 students
(modified from Weiss (14,15)). The results of the test are as follows:

2 1516 16 19 21 21 25 26 27 4 15 16 17 20 21 24 25 27 28
The following steps in calculating the trimmed mean include:
1. Exploration of the data in order to find the outliers. For accomplishing this step
we need first to arrange the data into an ordered series:
241515 16 16 16 17 19 20 21 21 21 24 25 25 26 27 27 28
In this example there are two outliers - the low values of 2 and 4.

2. Computation of the usual mean for the data (Equation 20):

2+4+15+...+27+27+28 _
20

X =

19.3 Equation 20.

3. Computation of the 10% trimmed mean for the data (Equation 21):

15+15+16+...+27+27 +28

Keri = =202 Equation 21.
trimmed 20 q

4. If we compare the two means obtained we can conclude that the trimmed mean
provides better measure of central tendency for this set of data.

Case 8 - identification of the trimean
Let's take the values for the following 50 measurements (23):

50 50 50 50 50 50 50 50 50 50
51 51 51 51 51 51 51 52 53
53 53 55 55 |55, 55 56 56 56 58
58 59 60 60 61 63 63 64 67
67 69 70 70 75 77 78 80 85 103
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The P,s (Q1), Pso (Q2), and P45 (Q3) of this dataset are 51, 55, and 63 respectively.
Therefore, the trimean is computed according to Equation 6 as (Equation 22):

~ 51+(2x55)+63 _
4

™

56 Equation 22.

Case 9 - calculation of the geometric mean
The geometric mean of two numbers, say 2 and 8, would be according to Equation 8 just
the square root (i.e., the second root) of their product (Equation 23):

GM =+/2%8 :\/E:4 Equation 23.

As another example, the geometric mean of 1, %4, and Y is the cube root (i.e., the
third root) of their product (0.125), which is 2 (16) (Equation 24).

GM =3[1x0.5x0.25 =3/0.125 = 0.5 Equation 24.

The geometric mean of the scores: 1, 2, 3, and 10 is the fourth root of their
product (Equation 25):

GM =%1x2x3x10 :%:2,78 Equation 25.

CASE STUDY 2: MEASURES OF DISPERSION
Case 1 — variability of the data

Consider two sets of data of mother’s ages at first birth. The first sample of 10 cases
with age values is:

18, 21, 23, 23, 25, 27, 27, 28, 30, 33.

The second sample of 10 cases with age values is:

23, 23, 24, 25, 26, 26, 27, 27, 27, 217.

The means for the two samples are 25.5, the medians - 26, and the modes — 27.
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However, it is obvious that the samples are quite different. The second sample
seems more homogeneous that the first one.

It is unquestionable, from this simple example, that knowledge of a single
summary figure for describing the characteristics of a sample or population is not
enough without a measure of the extent of variability or spread of the measurements
around this summary index.

Case 2 — the range
Consider two sets of data from Case study 2, Case 1, again:

SetNo 1: 18 21 23 23 25 27 27 28 30 33

Set No 2: 23 23 24 25 26 26 27 27 27 27

The means for the two samples are 25.5, the medians - 26, and the modes — 27 while
the range is very different. The range for the first sample equals according to Equation
9 to 15, and for the second sample to 4. So, from sample to sample, drawn from the
same population, the range tends to fluctuate considerably.

Case 3 — variance and standard deviation
Consider two samples from Case study 2, Case 1, again. In Table 5, elements for
calculation of standard deviation are presented.

Table 5. Elements of calculation of standard deviation in two samples of equal arithmetic

mean.
Sample 1 Sample 2

Age Mean  Diff. Square of Age Mean  Diff. Square of
(years) diff. (years) diff.
() (x)  (cx) (%) () (x)  (xx)  (xx)°
18 255  -7,50 56,25 23 255  -2,50 6,25
21 255  -450 20,25 23 255  -2,50 6,25
23 255  -2,50 6,25 24 255  -1,50 2,25
23 255  -2,50 6,25 25 255  -0,50 0,25
25 255  -0,50 0,25 26 255 0,50 0,25
27 255 1,50 2,25 26 255 0,50 0,25
27 255 1,50 2,25 27 255 1,50 2,25
28 255 2,50 6,25 27 255 1,50 2,25
30 255 4,50 20,25 27 255 1,50 2,25
33 255 7,50 56,25 27 255 1,50 2,25

Jx-x)° = Jx-x )’ =

176,5 24,5

Variance and standard deviation for the first sample are according to Equations 10
and 11 (Equations 26 and 27):
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1765
Sample1 = =5 = 196=> Seampier = V19.6 =4.43 Equation 26.

Variance and standard deviation for the second sample are:

24.5
Sszammez =5 = 2.7 = Sgmple2 =V 2.7 =1.65 Equation 27.

These calculations confirm that the variation is much smaller in the second
sample which means that the mean for the second sample is more accurate measure of
a central tendency.

Case 4 — calculation of interquartile range
Let’s g back to the example with two samples of 10 mothers at first birth:

Set No 1: 18 21 [23 23 25 27 27 [2§ 30 33

For the first dataset Q; = 23 and Q3 = 28, so the IQR is 5 years.

Set No 2: 23 23 4] 25 26 26 27 [27] 27 27

For the second data set Q; = 24 and Q3 = 27, so the IQR is 3 years.

Case 5 — calculation of coefficient of variation
Let’s g back to the example with two samples of 10 mothers at first birth again:

SetNo 1: 18 21 23 23 25 27 27 28 30 33

Set No 2: 23 23 24 25 26 26 27 27 27 27

We have already calculated the mean and the standard deviation for both sets of
data (Case study 2, case 3). The mean was in both cases the same (25.5 years),
while the standard deviations were different (s; = 4.43 years; s, = 1.65 years).
According to Equation 12, coefficient of variation could be calculated as (Equations
28 and 29):

CV, = % x100=17.45% Equation 28.
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cv, = 1.65
255

x100=6.47% Equation 29.

We can conclude that the first sample has much higher variability than the second
one. The second sample could be described as homogenous, while in the first sample
variation is moderate.

EXERCISE
Task 1
For the following questions choose between “true” or “false”:
1. With nominal data, the mean should be used as a measure of T F
central tendency.
2. The mode represents the most frequently occurring score in a T F
distribution.
3. With ordinal data we can use both the mode and the mean as a T F
measure of central tendency.
4. When the data are interval or ratio, we can use the mean as a T F
measure of central tendency.
5. If a continuous distribution is highly skewed, the median T F
might be the appropriate measure of central tendency.
6. When a frequency distribution is positively skewed, the T F
mean is greater than the median or the mode.
7. Given a normal distribution, the three measures of central T F
tendency are equivalent.
8. The range is the simplest indicator of variability. T
9. The range is calculated by adding the lowest score to the T F
highest score in a distribution.
10. The square root of the variance is called the standard T F
deviation.
11. Standard deviation indicates the extent to which scores T F
are distributed around the mean.
12. When a distribution consists of very different scores, T F
standard deviation will be relatively large.
13 The median is less affected than the mean by extreme T F
scores of a distribution.
14. Central tendency describes the ‘typical’ value of a set of T F
scores.
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15. If the number of raw scores is odd, the median is the T
score in the middle position.

16. The mean must have a value equal to one of the scores in T
the distribution.

17. About 10% of scores fall 3 standard deviations above the T
mean.

Answers: 1.F; 2. T;3.F;4.T;5.T;6.T;7.T;8 T;9.F;10.T; 11. T; 12.T; 13 T; 14

T,15T; 16 F; 17F

Task 2
For the following two questions choose only one right answer:

1. Given a set of nominally scaled scores, the most appropriate measure of central

tendency is the:

A. Mean

B. Mode

C. Standard deviation
D. Range

2. Which of the following statements is true?
A. The mode is the most useful measure of central tendency.
B. The variance is the square root of the standard deviation.
C. The median and the 50" percentile rank have different values.

D. The mean is more affected by extreme scores than the median.

Answers: 1. B; 2. D

Task 3

Following four questions refer to the following set of data:
22346617.

1. ¥'xis equal to:
A. 30
B. 40
C. 50
D. None of the above A, B or C.

2. (x)?is equal to:

A. 124
B. 128
C. 130
D. 900
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3. The median is equal to:
A 6

B. 5
C. 4
D. 3
4. The range for the above set of scores is:
A 7
B. 5
C. 2
D. 1
Answers: 1. A;2.D;3.C;4.B

Task 4
A clinic had 50 patients attending in a month. The number of times each patient
visited the clinic is given below in the form of frequency distribution (Table 6):

Table 6. Elements of calculation of measures of location in a distribution of patients
attending a clinic.

No of visits (x) No of patients (f)

3
6
6
10
21
0
4

PNWR~OOO N

The following three questions refer to the example:
1. The total number of visits by the patients was:

A. 194

B. 28

C. 50

D. None of the above

2. The mean number of visits per patient was:

A. 3.89

B. 3.50

C. 1.00

D. 384
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3. The median number of visits was:

A. 3.88
B. 3.50
C. 3.00
D. 4.00

Answers: 27. A; 28. D; 29. D

Task 5
Answer the following questions:
1. The more dispersed, or spread out, a set of scores is:
A. The greater the difference between the mean and the median
B. The greater the value of the mode
C. The greater the standard deviation
D. The smaller the interquartile range

2. The mean height of a student group is 167 cm. Assuming height is normally
distributed this enables us to deduce that:

Approximately half of all students are taller than 167 cm

Being a student stunts your growth

Approximately half of all students are shorter than 167 cm

Aand C

None of the above

moow>

3. If we subtract the value of the mean from every score in a set of scores the sum
of the remaining values will be:
A. Impossible to determine
B. Equal to the mean
C. A measure of the dispersion around the mean
D. Zero
E. None of the above

4. Given a normally distributed continuous variable the best measure of central
tendency is the:

Mode

Median

Mean

standard deviation

None of the above

moow>

5. If a distribution is negatively skewed, then:

The median is greater than the mean
The mode is greater than the median
The mean is greater than the median
Both A and B are true

None of the above are true

moow>
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6. In a normal distribution, the mean, the median and the mode:
Always have the same value

The mean has the higher value

The mean has the lower value

Have no particular relationship

Cannot take the same value

moow>

7. Given the group of scores 1, 4, 4, 4, 7, it can be said of the mean, the median,
and the mode that:

The mean is larger than either the median or the mode

All are the same

The median is larger than either the mean or the mode

All are different

The mode is larger than either the median or the mode

moow>

Answers: 1.C;2.D;3.D;4.C;5.D;6.A;7.B

Task 6
The following four questions refer to the example:
A nurse recorded the number of analgesic preparations taken by patients in a surgical
ward as the following:

528232412

1. The mode for this distribution is:

A 2
B. 3
C. 8

D. There is no mode

2. The median is:

A. 2.00
B. 3.50
C. 3.00
D. 3.25
3. The mean is:
A. 3.52
B. 543
C. 4.75
D. 4.15
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4. The range is:

A9
B. 10
C. 12
D. 2

Answers: 1. A;2.B;3.C;4.B

Task 7

The following two questions refer to this data:

334567899 10 38 60.

1. The interquartile range is:

A. 50
B. 45
C. 6.0
D. 9.0
2. The percentage of cases falling between SD = -1 and SD = +1 is:
A. 16.8%
B. 33.6%
C. 34.1%
D. 68.3%

Answers: 1. A; 2. D

REFERENCES

1.

2.

3.

Cramer MS. Clinical epidemiology and biostatistics. Springer-Verlag Berlin
Heidelberg, 1988.

Polit DF, Hungler BP. Nursing research. Principles and methods. 6" rev. ed.
Lippincot Williams & Wilkins; 1999.

Grancharova G, Hristova P. Medical statistics (in Bulgarian). Pleven: Publishing
House of the Medical University of Pleven; 2004.

Kirkwood BR, Sterne JAC. Essentials of medical statistics. 2™ rev. ed. Oxford:
Blackwell Publishing Company, 2003.

Leaverton PE. A review of biostatistics. A program for self-instruction. 2" rev. ed.
Boston: Little Brown and Company; 1981.

Lwanga SK, Tye CY, Ayeni O. Teaching health statistics. Lessons and seminar
outlines. 2" rev. ed. Geneva: World Health Organization; 1999.

Munro BH, Visintainer MA, Page EB. Statistical methods for health care research.
Philadelphia: J.B. Lippincott Company; 1986.

Measures of Location: Measures of Central Tendency and Dispersion

METHODS AND TOOLS IN PUBLIC HEALTH 145



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22

23.

24.

Palmer C. Lectures in biostatistics. Teaching Course in Modern Epidemiology.
Varna: Medical University of Varna; 1994.

Campbell MJ, Machin D, Walters SJ. Medical statistics: A textbook for the health
sciences. 4" rev. ed. Chichester West Sussex: John Wiley & Sons LTD; 2007.
Hassard TH. Understanding biostatistics. St. Louis, Missouri: Mosby Year Book;
1991.

Kalinov K. Statistical methods in behavioural and social sciences (in Bulgarian).
Sofia: NBU Publishing House; 2001.

Wonnacott TH, Wonnacott RJ. Introductory statistics. 3" rev. ed. New York: John
Wiley & Sons; 1977.

Maxwell DL, Satake E. Research and statistical methods in communication
disorders. Baltimore, Maryland: Williams & Wilkins; 1997.

Weiss NA. Elementary statistics. Instuctor’s Manual. Reading, Massachusetts:
Addison-Wesley Publishing Company; 1989.

Lane DM. HyperStat Online Statistics Textbook. Trimmed mean. Available from
URL.: http://davidmlane.com/hyperstat/example_1.html. Accessed: April 20, 2009.
Forbes Digital Company. Investopedia. Geometric mean. Available from URL:
http://www.investopedia.com/terms/g/geometricmean.asp. Accessed: April 20,
20009.

Ranchov G. Biostatistics and biomathematics - concepts, methods, applications (in
Bulgarian). Sofia: Eco Print; 2008.

Statistics.com. Trimean. Available from URL:
http://www.statistics.com/resources/glossary/t/trimmean.php. Accessed: April 20,
2009.

Morton RF, Hebel JR. A study guide to epidemiology and biostatistics (including
100 multiple-choice questions. Baltimore: University Park Press; 1983.

Polgar S, Thomas SA. Introduction to research in the health sciences. 2" rev.ed.
Singapore: Churchill Livingstone; 1991.

Bailar JC, Mosteller F. Medical uses of statistics. Waltham, Massachusetts: NEJM
Books; 1986.

. Abramson JH. Survey methods in community medicine. 4" rev. ed. Edinburgh

London Melbourne and New York: Churchill Livingstone; 1990.

Ingelfinger JA, Mosteller F, Thibodeau LA, Ware JH. Biostatistics in clinical
medicine. New York: Macmillan Publishing CO, Inc.; 1987.

Weiss NA. Elementary statistics. Reading, MA: Addison-Wesley Publishing
Company; 1989.

RECOMMENDED READINGS

1.

2.

3.

Campbell MJ, Machin D, Walters SJ. Medical statistics: A textbook for the health
sciences. 4" rev. ed. Chichester West Sussex: John Wiley & Sons LTD; 2007.
Kirkwood BR, Sterne JAC. Essentials of Medical statistics. 2™ rev. ed. Oxford:
Blackwell Publishing Company; 2003.

Lwanga SK, Tye CY, Ayeni O. Teaching health statistics. Lessons and seminar
outlines. 2™ rev. ed. Geneva: World Health Organization; 1999.

Measures of Location: Measures of Central Tendency and Dispersion

146

METHODS AND TOOLS IN PUBLIC HEALTH


http://davidmlane.com/hyperstat/example_1.html
http://www.investopedia.com/terms/g/geometricmean.asp
http://www.statistics.com/resources/glossary/t/trimmean.php

METHODS AND TOOLS IN PUBLIC HEALTH

A Handbook for Teachers, Researchers and Health Professionals

Title

MEASURES OF LOCATION: QUANTILES

Module: 1.2.5

ECTS (suggested): 0.10

Author(s), degrees,
institution(s)

Gena Grancharova, MD, PhD, Associate Professor
Faculty of Public Health, Medical University of Pleven, Bulgaria
Silviya Aleksandrova, MD, MB, Assistant professor
Faculty of Public Health, Medical University of Pleven, Bulgaria

Address for Gena Grancharova
correspondence Medical University of Pleven

1, Kliment Ochridski Str.

Pleven 5800, Bulgaria

e-mails: dean-ph@mu-pleven.bg; gegran@optisprint.net
Keywords Quantiles, median, quartiles, percentiles

Learning objectives

After completing this module students and public health professionals
should be able to:

e understand the concept of quantiles;

o define and compute different types of quantiles;

o explain the use of quartiles and percentiles to summarize health data;

Abstract

Measures of central tendency and dispersion are essential for summarizing
any data set of individual scores. This process is based on two main
characteristics of quantitave data — its variability and its tendency to some
typical level. This section is devoted to quantiles as measures of location
in the numerical approach of data summarising with the objective to
present identification as well as methods of calculation of different types
of quantiles, especially percentiles and quartiles.

Teaching methods

A half ann hour lecture in the form of Power Point presentation should
introduce the students to the main concepts of quantiles, types of quantiles
and their use.

After the lecture students should read and discuss in groups all the
material presented in this section and individually answer the multiple
choice questionnaire at the end of this lecture.

Specific e work under teacher supervision/individual students’ work
recommendations proportion: 50%/50%;
for teachers o facilities: a computer room;
e equipment: computers (1-2 student), LCD projector, access to the
Internet and statistical package software;
e training materials: recommended readings or other related readings;
o target audience: bachelor and master students in public health.
Assessment of Multiple choice questionnaire (MCQ) - minimum 70% success.
students
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MEASURES OF LOCATION: QUANTILES
Gena Grancharova, Silviya Aleksandrova

THEORETICAL BACKGROUND

Quantiles
Quantiles are special measures of location that could be described as the points that
divide the ordered series of data (from the lowest to the highest value) into subgroups
of equal size regarding the number of units in a subgroup. In other words, quantiles
are the data values marking the boundaries between consecutive subgroups ordered
series of data (an array).

Types of quantiles
There exist several types of quantiles, dividing an array in different number of
subgroups: e.g., terciles divide the distribution into three equal subgroups (called
thirds), quartiles - into four subgroups (quarters), quintiles -into five (fifths),
deciles - into ten (tenths), and centiles — into hundred (hundredths) (1).

Most frequently used quantiles are presented in Table 1, including their
number and number of subgroups they are dividing the distribution.

Table 1. Most frequently used quantiles.

Quantile/s Number of equal partsof a ~ Number of quantiles of this
distribution type

Median 2 1

Quartiles 4 3

Deciles 10 9

Percentiles 100 99

As shown in Table 1, in all types of presented quantiles their number is one less then
the number of corresponding equal parts of a distribution they are dividing.

Estimation of quantiles
Quantiles are measures of location that are usually not calculated but identified or
determined. The procedure of identifying quantiles is as follows:

o first we need to rearrange all observations according to the magnitude of a
value of a variable we are observing in an ordered series of data from the
lowest to the highest value (NOTE: one must consider all observations even
though some values may repeat more than once);

e then we must determine whether the number of cases is odd or even;

e when the number of observations is odd, the location of the very first quantile
dividing the distribution in two parts equal in number of observations (the median)
is simple - the median is simply the value of the middle observation in the ordered
series of data. When the number of observations is even, we locate the central two
observations. Afterwards we sum values of these two units and divide the sum by 2
- the median is just a halfway of values of the two middle observations;
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o then we repeat exactly the same procedure in the lower half and in the upper
half of the ordered series to locate the quantiles dividing the ordered series in
four equal parts regarding the number of units or observations (quartiles);

e we repeat the procedure until we divide the distribution in wanted number of
equal parts.

For the estimation of quantiles there exist also procedures to calculate them. They are
described later in this module.

Median
Median (Me) is a quantile, dividing an ordered series to two halfs equal regarding
number of observations (Table 1). Usually it is identified from the ordered using
following procedure:

o first we need to rearrange all observations according to the magnitude of a
value of a variable we are observing in an ordered series of data from the
lowest to the highest value (NOTE: one must consider all observations even
though some values may repeat more than once);

o then we must determine whether the number of cases is odd or even;

o when the number of observations is odd, the median is simply the value of the
middle observation (unit) in the ordered series of data;

e when the number of observations is even, the median is just a halfway of
values of the two middle observations.

This simple procedure of dentification of the median in practice is presented in Case
study, Example 1.

To identify the median in a long ordered series of data we can use the formula
for calculating the position (rank) of the unit carrying median value (Equation 1).

n+1
Megank =u

Equation 1.
2

Me = rank of the unit carrying median value
n = number of cases

This procedure is also presented in Case study, Example 1.

Calculation of median
Median is usually identified but it could also be calculated if we have groupped data.
For a grouped frequency distribution, the calculation of the median might be a little
more complicated. If we assume that the variable is continuous (for example time,
height, weight, or level of pain) we can use a formula for calculating the mean. This
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formula can be applied to ordinal data, provided the variable being measured has an
underlying continuity (Equation 2) (2).

. (n/2)—cumf
Me = X +[| X(/)f—LJ Equation 2.

1

Me = median

XL = number of observations below a given observation

i = width of the class interval

n = number of cases

cumf_ = cumulative frequency at the real lower limit of the interval
f; = frequency of cases in the interval containing the median

Calculation of the median in practice is presented in Case study, Example 2.

Use of median

It is used as a measure of central tendency. It is described in details in separate
module in this book.

Percentiles
Percentiles (also called centiles (1)) are points that divide an array into 100 equal
parts (3-6). Thus, there are 99 percentiles. They are denoted as Py, Py, ... Pos,...Px,....,
P75, ....ng.
Some of characterristics of percentiles are as follows:
o apercentile tells us the relative position of a given observation,
o it allows us to compare scores on tests that have different means and standard
deviations (7,8),
o the tenth percentile, for example, exceeds 10% and is exceeded by 90% of the
observations. The seventy-fifth percentile exceeds 75% of the data, etc.

Calculation of percentiles
Percentiles are usually identified but they could also be calculated.

In ungrouped data set a percentile (P;) can be calculated by the formula
(Equation 3):

n
P :%xloo Equation 3.
all

P; = percentile i
Npelow obs x = NUMber of observations below a given observation
N = number of all observations
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Calculation of a percentile in practice in this case is presented in Case study,
Example 3.

Calculation of percentiles in an interval scale is much more complicated. The
following formula can be used (Equation 4) (3):

c
P =Ly +?><e Equation 4.

P; = the value of the percentile i

L, = the lower limit of the interval where the percentile is situated

¢ = the difference between the percentile rank and the cumulative frequency in the
previous interval

f = the number of cases in the percentile interval

e = the width of the percentile interval

An intermediate step in this procedure is calculation of rank of a given percentile
(Equation 5):

f -
Percentile rank = Z xi Equation 5.
100

2f = the total number of cases
i = the number, corresponding to the percentile rank (for Py i = 10, for Py
- 25, etc.).

Calculation of a percentile in practice in this case is presented in Case study,
Example 4.

Use of percentiles
Percentiles are practically used to establish the reference limits of normality in many
clinical and other areas of investigation. For this purpose usually seven main
percentiles are used - P3, P1g, P25, Pso, P75, Pgg and Pg; — to form the upper and lower
limits of seven reference groups of population.

Percentiles are widely used for the establishment of “normal ranges” of
values for health data that permits the selection of appropriate action in medical
practice or allows for accurate estimate of many clinical and laboratory indicators.
Percentiles have an advantage as compared to the other methods of determining
“normal” values as they are applicable to any form of variables/distribution (not
only to normal distribution). When the investigator prefers to use seven reference
groups the limits of “normal” values are determined by P,s and P;5 whereas P
corresponds to the mean.
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Quartiles
These are observations in an array that divide the distribution into four equal parts.
Therefore, there 3 quartiles, denoted as Q;, Q, and Qs. If we have an array of 23
cases, the first quartile Q; is the 6™ observation with its corresponding value; the
second quartile Q, is the 12" observation, and the third quartile Qs is equal to the
18" observation.

Identification of the quartiles in practice is presented in Case study,
Example 5.

Comparison between different types of quantiles

It is worth mentioning that:

P,5 corresponds to Qq,

Ps, corersponds to Q, and to the median, and

P;s is equal to Qg,

taking into account that the sample median (Me) is the second quartile (Q5,),
then the median of the lower half of the data gives the first quartile (Q,), and
similarly, the median of the upper half of the data gives the third quartile

(Qa).

Use of quantiles

Quantiles are used in description of both, central tendency and dispersion of a
distribution they are describing. Median is used as a measure of central tendency
while quartiles are used for quick estimation of the degree of dispersion in an
array.

CASE STUDY

Example 1 - identification of the median in an ungroupped data
Suppose the age at first birth for a sample of 10 mothers is (9):

18 21 23 23 25 27 27 28 30 33

In this set of data where the number of units in the sample is even (ten), the median
age at first birth is 26 — the mean of the two middle numbers 25 and 27.

18 21 23 23 |25 27| 27 28 30 33
In continuation we add to the observed set of data one case more:

18 21 23 23 25 27 27 28 30 33 33
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In this set of data where the number of units in the sample is now odd (eleven), the
median age at first birth is 27 — simply the value of the middle observation in the
ordered series of data:

18 21 23 23 25 7] 27 28 30 33 33

Now let us take two very simple examples to present the procedure of
identification of the median by calculating the rank of the unit carrying median value
first (Equation 1). Suppose we have the values of a variable in a group of 7 units (n =
7) are as follows:

589 10 15 18 28
Using the Equation 1 we find that in this ordered array the median will be the 4™ score
(Equation 6):

7+1)
2

Megank = =4 Equation 6.

So, the median is equal to 10. Now we have odd number of units. Suppose we have
the the values of a variable a group of 8 units (n = 8) are as follows:

6 12 17 19 20 21 24 27

Using the Equation 1 we find that in this ordered array the median will be situated
between 4™ and 5™ scores (Equation 7):

(8+1)
2

Megank = =45 Equation 7.

So, the median is equal to 19.5.

Example 2 - calculation of the median in a groupped data
In a study of pain measurement the following data were obtained for 17 units
(n=17) (2):

11222223333444555
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By inspection, we can see that the median will fall into the category “3” (the 9t
score).

Assuming underlying continuity, we can present the data into real class
intervals (Table 2):

Table 2. Data on a measurement of pain among 17 subjects.

Score Real class interval Frequency Cumulative
frequency

1 05-14 2 2

2 15-24 5 7

3 25-34 4 11*

4 35-44 3 14

5 45-54 3 17

N=17 * median

Now we can apply Equation 2 for calculation (Equation 8):

17/2)-7 .
Me = 2.5 +(1x%j - 2.5+[%j =25+0375=2.875  Equation 8.

Example 3 — calculation of percentiles in an ungroupped data
Let’s say that a student received a score of 90 points on a test given to a group of 50
examined students, 40 of them with scores less than 90 points (2). That means that his
location in an ordered series is 41% place. The percentile rank for this student will be
calculated according to Equation 3 (Equation 9):

P =4—0><100:80 Equation 9.
50

In other words, he achieved a higher score than 80% of the students who took the test
and 20% of the students received better results than that particular student.

Example 4 — calculation of percentiles in an inteval scale

and its use
In a representative sample of 120 urban male liveborns the height scores are presented
in an interval array of 3 cm of width. Let’s calculate the value of P3, Pyg, P25, Pso, P75,
Pgo and Pg;. The values of the variable “weight” are presented in a table (Table 3),
containing equal width intervals and their corresponding frequencies.

The calculation of percentiles includes the following steps (3,7,8):
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1. Determining the cumulative frequences for each interval by adding up to the
absolute frequences in a given interval the absolute frequences from the
previous interval.

2. Determing the percentile ranks using the Equation 3 (Equations 10-16):

Table 3. The values of the variable “weight” ontaining equal width intervals and their
corresponding frequencies

Height incm Frequency Cumulative Percentiles’ rank
x f frequency
41 - 43 3 -
44 - 46 14 17 P3,P1o
47 - 49 40 57 Pys
50 - 52 45 102 Pso, P75
53-55 15 117 Pgo, Pg7
56 - 58 3 120
>F=N=120
P, :ﬁxgzgﬁ Equation 10.
100
P = % x10=12 Equation 11.
100
Py = 1_20 x25=30 Equation 12.
100
Pso :@XSO =60 Equation 13.
100
Py = @ x75=90 Equation 14.
100
Py = ﬁ x90=108 Equation 15.
100
Py; = @x97 =1164 Equation 16.
100

3. According to the cumulative frequencies and the percentile ranks in step 2 we
define for each percentile the interval where it should fall: in our example P;
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and Py fall in the interval 44-46 cm, P, - in the interval 47-49, Psq and P - in
the interval 50-52 cm, Pgq and Py - in the interval 53-55 cm.

4. Using the Equation 2, we can calculate the value of each percentile. Here we
need to take into account that value of “c” - the difference between the
percentile rank and the cumulative frequency in the previous interval is:

o for P; = 3.6 (percentile rank) — 0 (cumulative frequency in the previous

interval) = 3.6,
o for P,y = 10 (percentile rank) — 0 (cumulative frequency in the previous
interval) = 10,

o for P,s = 30 (percentile rank) — 17 (cumulative frequency in the
previous interval )= 13,

o for Ps; = 60 (percentile rank) — 57 (cumulative frequency in the
previous interval) = 3,

o for P;s = 90 (percentile rank) — 57 (cumulative frequency in the
previous interval) = 33,

o for Py = 108 (percentile rank) — 102 (cumulative frequency in the
previous interval) = 6,

o for Py; = 116.4 (percentile rank) — 102 (cumulative frequency in the
previous interval) = 14.4.

The values for each percentile are now calculated as follows (Equations

17-23):

P :44+£x3 =44.77 Equation 17.
3 14

Pio :44+Ex3 =46.14 Equation 18.
14

Py = 47+1—3><3 =47.98 Equation 19.
40

Psp = 50+i x3=50.20 Equation 20.
45

P;s =50+ 33 x3=52.20 Equation 21.
45

Py = 53+£><3 =54.20 Equation 22.
15

Measures of Location: Quantiles

156 METHODS AND TOOLS IN PUBLIC HEALTH



Py; = 53+%x3 =55.88 Equation 23.

We can use these data now to determine the reference groups for the weight of the
male newborns in that urban area. The limits of the seven reference groups will be as
presented in Table 4.

Table 4. Percentiles and their use for reference groups*.

Reference groups Percentiles Weight of the male newborns
Severely stunted Below P, Below 44.77
Moderately below the norm P3— Py 4477 - 46.14

Sligthly below the norm Pio—Pys 46.14 — 47.98

Normal range Pos- Ps 47.98 —52.2

Sligthly above the norm P75 — Pgo 52.2 -54.2
Moderately above the norm Pgo— Pg7 54.2 - 55.88
Expressed accelaration Above Pg; Above 55.88

* All the data in the table are an approximation

Example 5 —identification of quartiles in an ungroupped data
Say we have a sample where n = 16 and the values of the variable are the
following (2):

157789910 11 12 13 15 19 20 20 20

By inspection of the data, we find:
o the first quartile Q; is located between 4" and 5" scores; thus Q; = (7 + 8)/2

=75

e the second quartile Q, is located between the 8™ and 9™ scores; thus Q,=(10
+11)/2=10.5

o the third quartile Qs is located between 13" and 14™ scores; thus Q3 = (15 +
19)/2=17.0

These values are located in the array as follows:

1578990 11 12 13 15 19 20 20 20

EXERCISE
Task 1

For the following questions choose between “true” or “false”:
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1. The 50" percentile score and the median will always be the T F
same value.

2. Twenty five percent (25%) of the scores fall between Q1 T F
and the median.

3. The distance between Q1 and the median is always different T F
to the distance between Q3 and the median.

4. The median and the 50" percentile rank have different T F
values.

Answers: 1.T;2.T;3.F;4.F

Task 2
Consider following set of data:
31 31 41 51 61 7, 87 9, 9, lO, 38, 60

1. The median is:

A 70
B. 75
C. 80
D. 3or9
2.Qqis:
A. 45
B. 55
C. 80
D. 95
3. Qs is:
A. 45
B. 6.0
C. 75
D. 95

Answers: 1.B; 2. A,3.D
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Learning objectives

After completing this module students should be:

o familiar with differences between four different methods for estimation
of cumulative risk, being simple cumulative, actuarial, density, and
Kaplan Meier method;

o able to estimate cumulative risk measures of different level of accuracy
independently.

Abstract

Risk is defined as the probability that a disease-free individual is
developing a disease under observation over a specified period, conditional
on that the same individual is not dying from any other disease during the
period. In practice, risk is estimated by using different methods. The simple
cumulative method is the easiest and most widely used. Risk cannot be
accurately estimated by this method unless all subjects in the observed
candidate population are followed for the entire follow-up period or are
known to develop the disease during the period (no censoring). Because of
serious limitations of this method, several methods more or less susceptible
to censoring were proposed. Considering the censoring of the data in
estimating cumulative risk requires the use of special analytic methods.
These methods are actuarial, density, and Kaplan Meier method.

Teaching methods

An introductory lecture gives the students first insight in four methods for
calculation of cumulative risk. The theoretical knowledge is illustrated by
case studies.

After introductory lectures students first carefully read the theoretical
background of this module and complement their knowledge with
recommended readings. Afterwards they on provided data set perform
tasks on estimation of different types of measures.

They are stimulated to compare results with other students and discuss
the differences.

Specific o work under teacher supervision/individual work proportion: 30%/70%;
recommendations o facilities: a lecture room, a computer room;
for teachers e equipment: computers (1 computer on 2-3 students), LCD projection,
access to the Internet;

e training materials: recommended readings or other related readings;

e target audience: master degree students according to Bologna scheme.
Assessment of Written report on calculated measures in which detailed description of
students process of calculation is described.
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FREQUENCY MEASURES: ESTIMATING RISK
Lijana Zaletel-Kragelj, Jadranka Bozikov

THEORETICAL BACKGROUND

Introduction
In expressing relative incidence we are dealing with several measures. One of them is
so called risk.

Risk is defined as the probability that a disease-free individual is developing a
disease under observation over a specified period, conditional on that the same
individual is not dying from any other disease during the period (1). Thus, risk is a
conditional probability, with values varying between zero and one. It is dimensionless
(1). It usually refers to the first occurrence of the disease for each initially disease-free
individual, although it is possible to consider the risk of developing the disease under
observation within a specified period more than once (1).

In practice, risk is estimated by using different methods. The simple
cumulative method is the easiest and most widely used (1). For a cohort of subjects
followed for a given period of time, risk is often estimated by calculating the
proportion of candidate subjects who develop the disease during the observation
period. This measure is usually referred as the cumulative incidence (CI) (1).
Generally cumulative incidence is estimated only for first occurrence of the disease. If
the durations of the individual follow-up periods for all non-cases are equal, the
cumulative incidence is equivalent to the average risk for members of the cohort. This
means thait under the condition of a fixed cohort cumulative incidence is good
estimate of risk. This is the reason that cumulative incidence and risk are frequently
equalized. But once again, because risk is, by its definition, a conditional probability,
it cannot be accurately estimated by calculating cumulative incidence unless all
subjects in the observed candidate population are followed for the entire follow-up
period or are known to develop the disease (or other observed phenomenon) during
the period (1).

The cumulative probability of the event during a given time interval is the
proportion of new events during the interval in which the denominator is the initinal
number of observed persons. The calculation of this measure is straightforward if
no losses happen in the cohort during the interval (1-9). However, in real life the
size of the cohort is more than likely to be decreased after a long period of follow-
up as a result of different reasons. A situation in which the event and the time of
individual is at risk for the event is unknown is usually called censoring (2,8-12).

There are usually three reasons why censoring occurs. The first is the
termination of the observation because of the end of the study before the event
occurs, the second is the termination because of some competing factors (death of
other cause e.g. traffic accident), the third, the fourth simply the lost because of
changing the domicile of the individual under observation, etc. In all cases the
occurrence of observed phenomenon is unknown. The terms also used with this
phenomenon are “withdrawals”, “losts-to-follow-up” and others (2,8-12).
Considering the censoring of the data requires the use of special analytic methods.
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The methods of risk estimation are the simple cumulative method, the actuarial
method, the density method, and the Kaplan Meier product limit method (1,2,9-13).

Methods of risk estimation

Simple cumulative method
This method is the easiest for estimating risk (1,2,12). The risk calculated by this
method is the most rough measure in this family of measures.

It is simply the proportion of new events during the interval in which the
denominator is the initinal number of observed persons (Equation 1):

R= N d-+ newcases(gp)

cum Equation 1.

N all personsat risk (bgp)

«wmR = cumulative risk (risk of getting a disease during the entire period)
Na+ new cases (o) = NUMber of new cases of the disease under observation during a
given period
Nail persons at risk (bgpy = NUMber of all persons at risk for getting ill with the disease
under observation at the beginning of a given period

Usually it is estimated only for the first occurrence of the disease. This is the
reason that the population at risk (the denominator in the equation) consists of
disease-free individuals at the beginning of the observational period. The observation
period has to be clearly stated since the value of the measure is increasing with the
prolongation of period of observation. This period could be based upon a callendar
time or not (e.g. first year after the exposure, first year after surgery etc.). It is good
estimate of the risk only in the case of fixed cohorts in which there are no withdrawals
from the follow-up (1,12).

Estimation of cumulative risk over entire 5-year observational period in
practice is presented in in Case study 1.

For avoiding the drawbacks of this rough direct method of estimation of
cumulative risk over longer period, we could split this longer period first to shorter
periods (i.e. 1-year periods) and obtain cumulative risk indirectly through calculating
risks for these periods (partial risks). When partial risk refers to 1-year period it is
known as annual risk (Equation 2):

N d+newcases(1- year period)

am R = Equation 2.

N

all personsat risk (beginning of 1-year period)

anR = annual risk (risk of getting a disease during the 1-year period)
Ne+ new cases (1-year periody = NUMber of new cases of the disease under observation
duringl-year period
Nail persons at risk (beginning of 1-year period) = NUMber of all persons at risk for getting ill with
the disease under observation at the beginning of a
given 1-year period
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The annual risk is annual probability of the event (12). The complement of
this probability (the mirror image) is annual probability of survival without an event
under observation (i.e. a breakout of a disease). Technically these probabilities are
conditional probabilities. This means for example, that one has to survive through
the first interval in order to be a part of the denominator for the calculation of the
survival probability in the second interval. Similarly, the survival probability for the
third interval is calculated only among those persons who survived first the first and
then the second interval (12).

A cumulative probability of survival without a disease under observation
over more than one interval (2-, 3-, 4-, 5-year interval, etc.) is obtained by
multiplying the annual conditional survival probabilities over all intervals (12).
Afterwards we calculate again complementary values (1 — cumulative survival) that
are in fact cumulative risks over more than one interval.

By using this procedure the censoring is partially considered even when
using simple method, as we need to define separately for every year the number of
individuals under observation at risk, and all participants who terminated the
observation because of extraneous factors (e.g. death because of traffic accident
etc.) are not included.

Estimation of cumulative 5-year risk over observational period through
calculation of annual risks is presented in in Case study 1.

Actuarial method
This is the first method in which the censoring is considered in calculation of risk
estimate (1,8,11-13). It is tipically used to estimate the probability of death in
survival analysis, but as mortality is a special case of incidence (12), it could be
generalized to estimation of risk on general (2). It is refered also as interval -based
life table or life table interval approach (12).

This method is working under the assumption that the censoring is occurring
uniformly throughout the observed period (usually meaning that all withdrawals,
i.e. censored observations, occur on average in the middle of the observational
period) (1,2,11). If the periods are short (up to 1 year), or there is a small number of
withdrawals this assumption does not affect the risk estimate seriously (1).
However, one should be aware that this method still provides us more or less biased
estimate of risk (1). The basic equation for calculating risk by using actuarial
method directly is as follows (Equation 3):

R= N d + newcases(gp)

cum
N Nw@m
all personsat risk (bgp) — 2

Equation 3.

«mR = cumulative risk (risk of getting a disease during the entire period)
Na+ new cases (gp) = NUMber of new cases of the disease under observation during a
given period
Nail persons at risk (bgpy = NUMber of all persons at risk for getting ill with the disease
under observation at the beginning of a given period
Ny gy = Number of withdrawals during a given period
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For avoiding the drawbacks of this method we could again split longer period first
to shorter periods (i.e. 1-year periods) and calculate risks for these periods (i.e. annual
risks). Only afterwards, on the basis of risks of shorter periods as intermediate elements,

the cumulative risk is calculated indirectly. Annual risks could be calculated as follows
(Equation 4):

R=— Nd+ newcases(1-year period)

N Nw(l—year period) Equation 4.
all personsat risk (beginning of 1-year period) — f

ann

annR = annual risk (risk of getting a disease during the 1-year period)
Ne+ new cases (1-year periody = NUMber of new cases of the disease under observation
during the 1-year period
Nail persons at risk (beginning of 1-year period) = NUMber of all persons at risk for getting ill with
the disease under observation at the beginning
of the 1-year period
Ny (1-year periogy = NUMber of withdrawals during the 1-year period

Estimation of this measure in practice is presented in Case study 2.

Again, a cumulative probability of survival without a disease under observation
over more than one interval (2-, 3-, 4-, 5-year interval, etc.) is obtained by multiplying the
partial conditional survival probabilities over all intervals (Equation 5) (12):

cum R=1- l(l_ann R(yearl) )X (l_ann R(year2) )X e X (l_ann R(yearn) )J Equation 5.

«wmR = cumulative risk (risk of getting a disease during the entire period of
observation)

amRyear 1y = annual risk (risk of getting a disease) during the 1% year
amR(year 27 = annual risk (risk of getting a disease) during the 2" year
amRyear ny = annual risk (risk of getting a disease) during the n'" year

Estimation of this measure in practice is presented in Case study 2.
Because of serious limitations of this method, other methods were proposed (1).

Density method

Actuarial method is working under the assumption that all withdrawals occur on
average in the middle of the observational period (1,2,11). If the periods are short, or
there is a small number of withdrawals this assumption does not affect the risk
estimate seriously (1). However, it is better to consider exact times of being at risk of
developing a disease under observation. Another interval-based method based on the
estimation of average incidence rates (person-time rate or incidence density) was
proposed (1,3,4,11,12). This method depends on the functional relationship between a
risk and an incidence rate (estimated through incidence density) (1).
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Risk depends on incidence density and on the duration of the period of
observation. Under the assumption that the cohort under observation is fixed (with no
censored observations), and that the incidence density is constant over the period of
observation, the risk estimate could be directly calculated as follows (Equation 6) (1,3):

wnR=1- e(—'DXt(gp)) Equation 6.
«mR = cumulative risk (risk of getting a disease during the entire period)

ID = incidence density
tgp) = duration of the given period of observation (period at risk)

Incidence density, used in this equation was introduced in separate module in this
book. It is the rate between the number of new cases which occur during the period
under observation, and the quantity known under the term person-time (PT). It is
calculated as (Equation 7):

ID= Nd +newcases(gp) Equation 7.
PT

ID = incidence density
Na+ newcases gy = NUmber of new cases of the disease under observation during a given period
PT = person-time

However, usually the incidence density (as an estimate of incidence rate) does not
remain constant during the entire follow-up period. Like in actuarial method, cumulative
risk over a longer period also in this method is not calculated directly. We split this longer
period first to shorter periods (i.e. 1-year periods) and calculate risks for these periods
(partial risks), i.e. annual risks. They could be calculated as follows (Equation 8):

—annIDx1 :
amR=1- e( ) Equation 8.

annR = annual risk (risk of getting a disease during the 1-year period)
annlD = annual incidence density

We can see that annual incidence densities need to be calculated prior calculation of
annual risks (Equation 9):

N 3 ; .
an ID= d+ newcases(1- year period) Equation 9.
PT

annlD = annual incidence density

Na+ new cases (gp) = NUMber of new cases of the disease under observation during a 1-year
period

PT = person-time
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Estimation of annual incidence densities and annual risks estimated by usig
density method in practice is presented in Case study 3.

Only afterwards, on the basis of annual risks as intermediate elements, the
cumulative risk is calculated as follows (Equation 10):

cum R — 1 _ e[(fann l D(yearl)xl)*’(*ann | D(yearz) X1)+--'+(7ann | D(yearn) Xl)] Equation 10

«wmR = cumulative risk (risk of getting a disease during the entire period)
annlDyyear 1) = @annual incidence density during the 1% year
annlDyyear 2 = @annual incidence density during the 2" year
annlDyyear ny = @annual incidence density during the n'" year

Estimation of this measure in practice is presented in Case study 3.

Kaplan Meier product limit method

Kaplan Meier product limit method (8,11,12) combines calculated probabilities of
survival and estimates to allow censored observations, which are assumed to
occur randomly. The intervals are defined as ending each time an event (i.e.
disease, death, withdrawal) occurs and are therefore unequal (2,12). Again, these
probabilities are conditional — they are conditioned on being at risk (present in the
study without a disease under observation or censored) at each event time. The
formula for calculation of conditional probability is simply (Equation 11):

N,
p=——d4— Equation 11.

N personsat risk i

p = conditional probability for an event in time i

Ng+ = number of events (new cases of a disease or death) occurring at time i

Npersonsatrisii = number of individuals still under observation (still at risk of the
event under observation) at time i

When time i is measured exactly, the number of events is usually 1.

The complement of this conditional probability of an event is probability
of survival without an event under observation (i.e. a breakout of a disease) (12).
A cumulative probability of survival without a disease under observation over
more than one interval (2-, 3-, 4-, 5-year interval, etc.) is obtained by multiplying
the annual conditional survival probabilities over all intervals (12).

Estimation of cumulative 5-year risk over observational period through
calculation of conditional probabilities is presented in Case study 4.
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CASE STUDIES

Data set
For the illustration of differences between the simple, the actuarial, the density, and
the Kaplan Meier product limit method of calculation of cumulative risk an imaginary
data-set is used. A cohort of 20 individuals initially without a disease under
observation, were followed up for 5 years (Figure 1).

2.25

4.75

N O B W N =

3.50

2.25

=

10 1.50
11 2.50

12 1.25
13 2.25

14 3.50
15 1.75
16 3.25

17 1.50

1§ r— 0.50
19 2.25
20 2.25

YEAR

Figure 1.  Graphic presentation of events in a cohort of 20 people. LEGEND: == the period of
exposure to the effect of the noxious agent (being at risk of developing a disease under
observation before an event occurred) in individiuals that developed the disease under
observation; — the period of exposure to the effect of the noxious agent (being at risk of
developing a disease under observation before censoring occurred) in individiuals that
were lost to follow-up (voluntarily withdrawal from the study or change of domicile).

In this period, 16 individuals got a disease under observation (an event under
observation) (Figure 1, persons with black lines of follow-up time), while 4 of them were
lost to follow-up because of voluntarily withdrawal from the study or change of domicile
(persons No. 5, 7, 14 and 19) (Figure 1, persons with gray lines of follow-up time). The
lines with arrows indicate that individuals were alive at the time of the lost of follow-up.

In Figure 1 the members of a cohort are presented in order as they were numbered
at the time of the entry into the study, while in Figure 2, the members are rearranged in
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rank order regarding the time of an event or withdrawal. This presentation is useful in
determination of times of being at risk fot the event under observation.
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17
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16

14

3.25

3.50
3.50

4.75

Figure 2.

YEAR

Ordered time of being at risk of developing a disease under observation in a cohort of 20
people from Figure 1. LEGEND: == the period of exposure to the effect of the noxious
agent (being at risk of developing a disease under observation before an event occurred)
in individiuals that developed the disease under observation; = the period of exposure
to the effect of the noxious agent (being at risk of developing a disease under
observation before censoring occurred) in individiuals that were lost to follow-up
(voluntarily withdrawal from the study or change of domicile).

Case study 1: Estimation of cumulative risk using simple
cumulative method
Results of counting of cases of observed disease which broke out during the entire 5-year
time of observation (Figure 1) show that the cumulative 5-year risk estimated by the
simple cumulative method according to Equation 1 is (Equation 12):

16 .
amR= 20 0.8000 Equation 12.
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But this estimate is unreliable as there are censorings in 4/20 individuals under observation
(No. 5, 7, 14 and 19) (Figure 1). In these individuals the occurrence of the event of interst
is uncertain because of the termination of the observation before the event occurred. To
diminish the drawbacks of this method we can split 5-year interval to 5 1-year intervals,
and for each 1-year interval we calculate the annual risk by following next steps:

o define the number of persons entered in the interval (Table 1, column 1), number
of persons with the disease at the end of interval (Table 1, column 2), and the
number of losts (withdrawals) (Table 1, column 3),

e Dby using Equation 2 calculate annual risks (Table 1, column 4).

From the Table 1 it could be seen that in case of calculation of annual risks, the censoring
is partially considered even when using simple cumulative method, as we need to define
separately for every year the number of individuals at risk, and all participants who
terminated the observation because of extraneous factors (e.g. death because of traffic
accident etc.) are not included.

Table 1. Elements for calculation and calculation of annual risks using simple cumulative method.

Year of 1 2 3 4
observation Entered in the With the disaese Lost d+/N
interval at the end of (annual risk)
(N) interval (d+) (amnR)
1st 20 6 0 0.3000
2nd 14 3 0 0.2143
3rd 11 6 1 0.5455
4th 4 1 2 0.2500
5th 1 0 1 0.0000

The annual risk (Table 1, column 4) is annual probability of the event (12). The
complement of this probability is annual probability of survival without an event under
observation (i.e. a breakout of a disease) (Table 2, column 5). Technically these
probabilities are annual conditional probabilities. A cumulative probability of survival
without a disease under observation over more than one interval (2-, 3-, 4-, and 5-year
interval) is obtained by multiplying the annual conditional survival probabilities over all
intervals (Table 2, column 6) (12).

Table 2. Calculation of cumulative 5-year risk from annual risks using simple cumulative method.

Year of 4 5 6 7
observation d+/N 1-.mR  product (1 - mmR) 1-11
(annual risk) aIm (cumulative risk)

(annR) (cumR)

1st 0.3000 0.7000 0.7000 0.3000

2nd 0.2143 0.7857 0.5500 0.4500

3rd 0.5455 0.4545 0.2500 0.7500

4th 0.2500 0.7500 0.1875 0.8125

5th 0.0000 1.0000 0.1875 0.8125
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The cumulative probability of having an event is the complement of joint
probability of survival through every of five years of observation (Table 2,
column 7) (12).

Case study 2: Estimation of cumulative risk using actuarial

method
Simple cumulative method assumes no withdrawals during the period of observation.
Since in our case (Figures 1 and 2) there were four individuals lost to observation, this
must be considered. Their limited participation need to be considered in the
denominator of the cumulative probability of an event. Actuarial method considers
censored observations most roughly (Equation 3). Since we have at the end of the 5-
year interval 16 individuals with a disease out of 20 persons at the beginning of the
observation, and 4 persons were lost to follow up, we calculate cumulative 5-year risk
directly as (Equation 13):

16
R= — =0.8889

20—
2

cum

Equation 13.

Again, we can split 5-year interval first into five 1-year intervals and calculate first
the annual risks and afterwards cumulative 5-year risk. For each 1-year interval we:
o define the number of persons entered in the interval (Table 3, column 1),
number of persons with the disease at the end of interval (Table 3, column 2),
and the number of withdrawals (Table 3, column 3),
o calculate the adjusted number of withdrawals (1,12),
e Dby using Equation 4 calculate annual actuarial risks (Table 3, column 6).

Table 3. Elements for calculation and calculation of annual risks using actuarial method.

Year of 1 2 3 4 5 6
observation Enteredin With the disaese Withdrawals W/2 N—(W/2)  d+/N—(W/2)
theinterval  at the end of (W) (annual risk)
(N) interval (d+) (annR)
1st 20 6 0 0 20 0.3000
2nd 14 3 0 0 14 0.2143
3rd 11 6 1 0.5 105 0.5714
4th 4 1 2 1 3 0.3333
5th 1 0 1 0.5 0.5 0.0000

After annual risks are calculated we follow exactly the same priciples for calculation of 2-,
3-, 4- and 5-year cumulative risks as discussed in simple method. The results are presented
in Table 4. Results of calculating the cumulative 5-year risk estimated by using the
actuarial method (Table 4, column 9) show that its value is 0.8428, what is much higher
than estimated by using the simple method.
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Table 4. Calculation of cumulative 5-year risk from annual risks using actuarial method.

Year of 6 7 8 9
observation d+/N — (W/2) 1—anR product (1 - ;,R) -1
(annual risk) an (cumulative risk)

(annR) (cumR)

1st 0.3000 0.7000 0.7000 0.3000

2nd 0.2143 0.7857 0.5500 0.4500

3rd 0.5714 0.4286 0.2357 0.7643

4th 0.3333 0.6667 0.1572 0.8428

5th 0.0000 1.0000 0.1572 0.8428

Case study 3: Estimation of cumulative risk using density
method

The first method that consider exact times of being at risk of developing a disease
under observation is density method.

Table 5. Data for calculation of person-years.

Id. number Time of being at risk* Status at the end of observation

(Years) (1=with the disease, 0=cesored (cause of
censoring))

2 0.25 1

6 0.25 1

3 0.50 1

18 0.50 1

1 0.75 1

9 0.75 1

12 1.25 1

10 1.50 1

15 1.75 1

4 2.25 1

8 2.25 1

13 2.25 1

20 2.25 1

19 2.25 0 — free of disease, change of domicile

11 2.50 1

17 2.50 1

16 3.25 1

7 3.50 0 — free of disease, voluntarily withdrawal

14 3.50 0 — free of disease, change of domicile

5 4.75 0 — free of disease, change of domicile

Total 38.75 Diseased = 16, Lost-to-follow-up = 4

* time in which an individual under observation is exposed to effect of noxious agent
(is at risk of getting an event under observation)
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In order to perform the procedure (Equation 6) we need first to calculate the
person-years (PY) since we need this quantity in calculation of the incidence density.
We use the information given in Figure 2. In Table 5 data for calculation of PY for
the entire 5-year period are presented.

The incidence density for 5-year period could be now calculated using the
Equation 7. The results are presented in following equation (Equation 14):

D= 16 =0.4129 Equation 14.
38.75

This quantity afterwards enters the equation for calculating the 5-year cumulative risk
using the Equation 6. The results are presented in following equation (Equation 15):

wnR =1-e(041295) _ 8731 Equation 15.

Again, we can split 5-year interval first into five 1-year intervals and calculate
first the annual risk using the density method and afterwards cumulative 5-year risk.
The steps are as follows

o first we summarize the events in each of 1-year intervals which are five as the

duration of the longest observation is 4.75 let: entered in the interval (Table 6,

column 1), with the disease at the end of interval (Table 6, column 2), lost to

follow-up (Table 6, column 3), and present at the end of the period without a

disease (Table 6, column 4),

Table 6. Summary of the events in each of 1-year intervals.

Year of 1 2 3 4
observation Entered inthe  With the disaese Lost to follow- Present at the end
interval at the end of up of the period
(N) interval (d+)

1st 20 6 0 14

2nd 14 3 0 11

3rd 11 6 1 4

4th 1 2 1

5th 1 0 1 0

Total 16 4

e in following step we calculate the person-years (PY) for for each of 1-year
periods (Table 7). We use the information given in Figure 2,
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Table 7. The summary of calculation of person-years in each of 5 1-year intervals.

Year of Contribution to person-years (PY) at the end of 1-year PY
observation interval Total
1st (0.25 x 2) +(0.50 x 2) + (0.75 x 2) + (1.00 x 14) 17.00
2nd (0.25 x 1)+ (0.50 x 1) +(0.75 x 1)+ (1.00 x 11) 1250
3rd (0.25 x 5) +(0.50 x 2) + (1.00 x 4) 6.25
4th (0.25 x 1)+ (0.50 x 2) + (1.00 x 1) 2.25
5th (0.75 x 1) 0.75

o in following step the annual incidence density is calculated (Table 8). As the
incidence density is not constant over 5-year period (the highest is in the third year
of observation) this has to be considered in the calculation of cumulative risk,

o at the final step from incidence density the risk is calculated (Table 9).

Table 8. Calculation of incidence density in each of 5 1-year intervals.

Year of 2 5 6
observation With the disaese at the Annual person-years  Annual incidence
end of interval (d+) (PY) density (d+/PY)

(an!D)

1st 6 17.00 0.3529

2nd 3 12.50 0.2400

3rd 6 6.25 0.9600

4th 1 2.25 0.4444

5th 0 0.75 0.0000

Table 9. Calculation of the annual risk in each of 5 1-year intervals.

Year of 6 7 8
observation Annual incidence g(-IDannx1) 1-g(annidxl)
density (d+/PY) (annual risk)
(ann!D) (annR)
1st 0.3529 0,.7027 0.2974
2nd 0.2400 0.7866 0.2134
3rd 0.9600 0.3829 0.6171
4th 0.4444 0.6412 0.3588
5th 0.0000 1.0000 0.0000

Results of calculating the cumulative 5-year risk estimated by using the density
method (Figure 1) show that its value is 0.8643, what is much higher than estimated
using the simple method, and also higher than estimated using the actuarial method.
The elements for calculation and its results are presented in Table 10.
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Table 10. Elements for calculation of cumulative risk using the density method.

6 9 10 11
Year of Annual incidence X (-,nnIDx1) gZ(-anniDx1) 1-gX(annibx1)
observation density (d+/PY) (cumulative risk)
(annl D) (cumR)
1st 0.3529 -0.3529 0.7026 0.2974
2nd 0.2400 -0.5929 0.5527 0.4473
3rd 0.9600 -1.5529 0.2116 0.7884
4th 0.4444 -1.9973 0.1357 0.8643
5th 0.0000 -1.9973 0.1357 0.8643

Case study 4: Estimation of cumulative risk using Kaplan

Meier product limit method
This method also considers exact times of being at risk of developing a disease under
observation (2,12). The intervals are defined as ending each time an event (i.e.
disease, death, withdrawal) occurs. The procedure is as follows:
o first we determine the times when events or censoring occurred. We use the
information given in Figure 2,
o define the number of persons entered in the interval (Table 11, column 1), number
of persons with the event (occurrence of the disease or death) at time I (Table 11,
column 2), and the number of censored cases (Table 11, column 3) at time i,

Table 11. Elements for calculation of cumulative risk by using the Kaplan Meier product limit
method.

Time of 1 2 3 4 5 6 7
the events/™ g iered ™ Occurrence Censored  d+/N 1-p  Product(S) 1-Sum

censoring inthe  of the event (conditional (survival) (Cumulative (cumulative

(vears)  jnterval (d+) probability  (S) survival) conditional

(N) of the event) (wmS)  probability

() of an event)
(cumR)
0.25 20 2 0 0.1000 0.9000 0.9000 0.1000
0.50 18 2 0 0.1111 0.8889 0.8000 0.2000
0.75 16 2 0 0.1250 0.8750 0.7000 0.3000
1.25 14 1 0 0.0714 0.9286 0.6500 0.3500
1.50 13 1 0 0.0769 0.9231 0.6000 0.4000
1.75 12 1 0 0.0833 0.9167 0.5500 0.4500
2.25 11 4 1 0.3636 0.6364 0.3500 0.6500
2.50 6 2 0 0.3333 0.6667 0.2333 0.7667
3.25 4 1 0 0.2500 0.7500 0.1750 0.8250
3.50 2 0 2 0.0000 1.0000 0.1750 0.8250
4.75 1 0 1 0.0000 1.0000 0.1750 0.8250
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by using Equation 11 calculate conditional probalities (Table 11, column 4),
calculate the complement of conditional probalities of the event at every time of
occurrence of the events or censoring — the conditional probability of survival
without an event under observation up to the time i (Table 11, column 5),

e calculate cumulative probability of survival over more than one interval by
multiplying the conditional survival probabilities over all intervals (Table 11,
column 6),

o calculate the complement of cumulative probabilities of survival over more than
one interval (Table 11, column 7).

Conclusion
In table 12 the summary over results of all four methods of estimation of cumulative
risk is presented.

Table 12. Summary over results of estimating cumulative risk over 5-year period using four
different methods of estimation.

Method Direct 5-year cumulative risk Indirect 5-year cumulative risk
Simple 0.8000 0.8125
Actuarial 0.8889 0.8429
Density 0.8731 0.8643
Kaplan Meier 0.8250

Since the most accurate measure is Kaplan Meier method we could compare all other
results to this result. We could conclude that in this case study, the closest results to
Kaplan Meier method are obtained by indirect simple method, and by actuarial
indirect method, while the most far away were results obtained by direct actuarial
method. One should be aware that this is not always so. The results depend on number
of events and number of censored cases. When the events are rare and there is no
censoring, the discrepancy tends to be smaller (12).

EXERCISE

Data set
In Figure 3, another imaginary data-set is presented. Again, a cohort of 20 individuals
initially without a disease under observation, were followed up for 5 years.

Task 1
For the data set presented in Figure 3, calculate cumulative risk using simple method:
o directly,
o indirectly by calculating annual risks first.
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Task 2
For the data set presented in Figure 3, calculate cumulative risk using actuarial
method:
o directly,
o indirectly by calculating annual risks first.
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Figure 3. Graphic presentation of events in a cohort of 20 people. LEGEND: == the
period of exposure to the effect of the noxious agent (being at risk of
developing a disease under observation before an event occurred) in
individiuals that developed the disease under observation; — the period of
exposure to the effect of the noxious agent (being at risk of developing a
disease under observation before censoring occurred) in individiuals that were
lost to follow-up (voluntarily withdrawal from the study or change of
domicile).

Task 3
For the data set presented in Figure 3, calculate cumulative risk using density method:
o directly,
o indirectly by calculating annual risks first.
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Task 4

For the data set presented in Figure 3, calculate cumulative risk using Kaplan Meier
method.
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Learning objectives

After completing this module students should:
e know types of measures of association, and know how to calculate
them;
e know types of measures of potential impact, and know how to
calculate them.

Abstract

Measures of association are quantities that express the strength of
association between variables. Mathematically they are differences or
ratios between different kinds of other measures (e.g. frequency measures).
Measures of potential impact are quantities that express potential impact of
one phenomenon on the frequency of the other. They are tightly
interrelated. The module is describing basic features and types of them.

Teaching methods

An introductory lecture gives the students first insight in features and types
of measures of association, and measures of potential impact. The
theoretical knowledge is illustrated by two case studies.

After introductory lectures students first carefully read the theoretical
background of this module and complement their knowledge with
recommended readings. Afterwards they on provided data set in pairs
perform two extensive tasks on calculation of different types of measures.

They are stimulated to compare results with results of other pairs and
discuss the differences.

Specific ¢ work under teacher supervision/individual students’ work proportion:
recommendations 30%/70%;
for teachers o facilities: a lecture room, a computer room;

e equipment: computers (1 computer on 2-3 students), LCD projection,

access to the Internet;

e training materials: recommended readings or other related readings;

e target audience: master degree students according to Bologna scheme.
Assessment of Written report on calculated measures in which detailed description of
students process of calculation is described.
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MEASURES OF ASSOCIATION AND POTENTIAL
IMPACT

Lijana Zaletel-Kragelj

THEORETICAL BACKGROUND

Introduction to analysis of association and potential impact
Globally, measures of association, or measures of effect, are quantities that express the
strength of association between variables (1-15). Mathematically they are differences or
ratios between different kinds of other measures (e.g. means, or frequency measures).
Measures of potential impact are quantities that express potential impact of one
phenomenon on the frequency of another (2,7,8,11). On one hand they could express
potential impact of risk factor on occurrence of observed health phenomenon
(unfavourable or favourable) in population or among exposed persons. These measures are
common in public health. On the other hand they can express potential impact of an
intervention on disease occurrence (benefit or harm) (16,17). These measures are much
more commonly used in clinical epidemiology than in public health.

Before introducing some important measures of association and measures of
potential impact, we need to give, again, a warning about terminology. As we have
already emphasized on several places, common problem in epidemiology is existence of
multiple terms for the same concept. Also, there are instances where a single term is
applied to different concepts. The confusion is aggravated by the multitude of terms that
have been introduced, with usages that differ from one author to another (2).

Some important concepts in analysis of association
To make all considerations about analysis of association between phenomena under
observation easier some of concepts in relationship analysis should be clarified:
1. Observed phenomenon.
Observed phenomenon is a disease or other health-related condition under
observation, frequently called also an outcome. In analysis of association is
assigned the role of “effect”.
2. Risk factor.
Risk factor is defined as a phenomenon or characteristic (an aspect of
behaviour or lifestyle, an environmental exposure, an inborn or inherited
characteristic) which is on the basis of epidemiologic evidence known to be
associated with health-related condition(s) considered important to prevent (1).
Frequently is called also an exposure. In analysis of association is assigned the
role of “cause”.
3. Dependency.
In epidemiology, the dependent variable is the manifestation or outcome
whose variation is to be explained by risk factors (1).
As the relationship is not analyzed only by the means of epidemiologic
methods but statistical as well, it should be clarified that in statistics the
dependent variable is the one predicted by a regression equation.
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4. Causality.
By the definition, causality is relating of causes to the effects they produce (1).
Mostly epidemiology is concerned of causality. In analysis of
association the phenomenon under observation is usually assigned the role of
“effect” and the risk factor thereof the role of »cause«. Actually causality of
the relationship is not as simple. It should be clearly stated that epidemiologic
evidence of causality by itself is insufficient to establish the causality in nature.
The later is usually possible to be proved only by studies in different places
which could be carried out for more decades. However, for the analysis of
association to be understandable, such setting up is very adequate. A picture
(Figure 1) can offer additional help.
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Figure 1. Graphical representation of the setting up of the observed disease or other health
related phenomenon (observed phenomenon or "effect™) and risk factors (“causes™)
into a relationship, as a help in analysis of association.

Some important considerations in analysis of association

Epidemiologic versus statistical measures
Distinguishing and separating between epidemiologic and statistical measures is
rather difficult as they are interlaced, what is also discussed in one of chapters of this
book. In fact, to some extent, statistical measures of association, used in epidemiology
could be considered as epidemiologic and vice versa. Maybe the most appropriate
attempt to distinguish between these two terms is as follows: when we are using the
term »epidemiologic measure« this measure is applied to health phenomena of
different kind, while »statistical measure« is more general term. »Epidemiologic
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measures« of association are also characterized by that they are based only upon
frequency measures (e.g. relative risk, or odds ratio), while »statistical measures« are
based upon frequency measures (e.g. chi-square test statistics), or mean and variance
(e.g. test statistics in analysis of variance, regression and correlation coefficients).
Only »epidemiologic measures« will be discussed here.

Simple versus complex analysis of association
In analysing the relationship between observed outcome and risk factors two kinds of
methods could be used:
1. Univariate methods.
Univariate methods of analysis of association are concerned about the analysis
of relationship of a single risk factor with a single outcome.
2. Complex or multivariate methods.
Multivariate methods are concerned about the analysis of relationship of
several risk factors usually with a single outcome at a time. The methods for
applying such kind of analysis are usually classified in statistical methods,
although it is very difficult to draw strict line of separation between statistical
and epidemiologic methods. In fact they all strive to assess the relationship
between different phenomena.

As outcomes are associated not only with one risk factor, it would be
most appropriate to think about using multivariate methods as an analytical
tool starting from the designing phase of a study. In fact in epidemiology
multivariate methods are very useful in controlling the effect of confounders,
in the phase of data analysis, since the methods of controlling them in the
designing phase (randomization, matching) are not applicable in several types
of epidemiologic studies (e.g. cross-sectional studies).

Interrelation between measures of association and

measures of potential impact
Both, epidemiologic measures of association and measures of potential impact are
based upon measures of frequency (e.g. incidence measures). They are tightly
interrelated. As we will see later on, there is a case that the same measure is at the
same time a measure of association, and a measure of potential impact. Only the
interpretation is different. Additionally, measures of potential impact could be based
upon measures of association as well.

Like in measures of frequency, also these two families of measures could be
classified according to various characteristics, what will be discussed later. The
process of explanation of measures of both groups will be based upon example data in
case studies after theoretical background.

Measures of association
Epidemiologic measures of association are quantities that express the strength of
association between phenomena, related to health (1-15). Mathematically they are
differences or ratios between different kinds of frequency measures.
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Measures of association could be classified according to various characteristics.
Four different classifications are summarized in Figure 2.

incidence based
prevalence hased absolute (differences)
exposure based relative {ratios)

N i

‘ MEASURES OF ASSOCIATION

S \

based on “proportion” type frequency measure among the exposed
based on “rate” type frequency measure in the population
based on “ratio” type frequency measure

Figure 2. Classifications of measures of association according to various characteristics.

1. Classification of measures of association to incidence based, prevalence based,
and exposure based.
According to that if the measure is incidence or prevalence based, the
measures of association are classified as incidence based and prevalence based.
All measures have been already introduced, so in this place they are only listed
by this criterion.

2. Classification of measures of association to absolute and relative.
Absolute measures are differences between frequency measures of different
kinds between two observed groups (e.g. between exposed and unexposed),
while relative measures are ratios between frequency measures of different
kinds between two observed groups (e.g. between exposed and unexposed).

3. Classification of measures of association according to the type of relative
frequency measure upon which are based.
Measures of association could be based on different types of frequency
measures that were in details presented in one of previous modules in this
book. According to this classification could be based on proportion (measure
in which numerator is included in denominator in basic frequency measure),
rate or ratio in a narrow sense frequency measures (measures in which
numerator is not included in denominator in basic frequency measure) (4).

4. Classification of absolute measures of association to those related to exposed
and those related to population.
Absolute measures of association could be classified to those related to
exposed, and those related to population. This classification is not so important
in measures of association than in measures of potential impact.
Consecutively, we will not pay attention to this classification at the moment.

Detailed interrelation between different measures of association are out of the

scope of this module and are discussed in several textbooks of modern epidemiology
(2,4,8,18).
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In continuation, measures of association frequently used in epidemiologic

research will be presented (Figure 3).

MEASURES OF ASSOCIATION

{(MEASURES OF EFFECT)

Incidence Prevalence Exposure
measures measures measures

Absolute measures
(difference measures)

« rizk difference [excess
risk)

«incidence density
difference

Relative measures
{ratio measures)
+risk ratio [relative

Absolute measures
(difference measures)
eprevalence difference

Relative measures
(ratio measures)

e prevalence ratio
[prevalence
proportion ratia)

sprevalence odds ratio

Relative measure (ratio
measure)
eexposure odds ratio

risk, cumulative
incidence ratio)
»incidence density ratio
[rate ratio)
»incidence odds ratio

Figure 3. Measures of association frequently used in epidemiologic research.

Incidence comparisons

In incidence (cohort) studies, incidence measures are generated, being absolute
(difference based) or relative (ratio based).

Difference based measures
Two difference based measures are commonly used in incidence comparisons:
risk difference and incidence density difference.
1. Risk difference or excess risk.
This measure is the absolute difference between two risks (1,5,12). When the
risk difference is observed between exposed and unexposed (excess risk
among exposed), the measure is calculated as follows (1,5,12) (Equation 1):

RD=Rg, —Rg_ Equation 1.

RD = risk difference among exposed
Re+ = risk among exposed
Re_ = risk among unexposed
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The risk difference can be estimated directly from the cumulative incidence
difference (2,4) (Equation 2):

CID=Clg, —Clg_ Equation 2.

CID = cumulative incidence difference among exposed
Clg+ = cumulative incidence among exposed
Clg_ = cumulative incidence among unexposed

Calculation of this measure in practice is presented in Case study 1.

2. Incidence density difference (2,4,12).
It is absolute difference between two incidence densities (1). The measure is

calculated as follows (Equation 3):
IDD=IDg, —IDg_ Equation 3.

IDD = incidence density difference
IDg., = incidence density among exposed
IDe_ = incidence density among unexposed

Calculation of this measure in practice is presented in Case study 1.

Ratio based measures
Following ratio based measures are commonly used in incidence comparisons:
relative risk or risk ratio, incidence density ratio, and risk odds ratio.
1. Risk ratio or relative risk.
Relative risk is a ratio of risk of observed outcome (e.g. disease, death) among the
exposed to the risk among the unexposed (2,4,5,7,8,12). The measure is calculated
as follows (Equation 4):

R
RR = RE+ Equation 4.
E-—

RR = relative risk
Re.+ = risk among exposed
Re_ = risk among unexposed

Calculation_of this measure is presented in Case study 1.

2. Incidence density ratio.
Incidence density ratio or rate ratio is the ratio of two incidence densities

(2,4,7,12). The measure is calculated as follows (Equation 5):
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IDE+
ID_

IDR= Equation 5.

IDR = incidence density ratio
IDe. = incidence density among exposed
IDe_ = incidence density among unexposed

Calculation of this measure is presented in Case study 1.

In this place we need to introduce a new ration effect measure — a measure
known under the term »hazard ratio« (2,19,20). This measure is tightly related to
the incidence density ratio (19). It is very important measure since it is the measure
of effect in survival analysis (19,20), which is closely related to epidemiologic
concept of risk, what is in details presented in a separate module in this book. To
understand relationship between incidence density ratio and hazard ratio, we need
to recall the measure known as »hazard rate«. This measure, that measures the
instantaneous potential for change in disease status (4,20,21), was in details
presented in a separate module in this book. Incidence density is an average rate
for estimating average of instantaneous incidence rates. Under certain conditions
we could use the terms »incidence density«, and »hazard rate« as synonyms (19).
The incidence density ratio, just presented, is the ratio of two incidence densities
(two incidence rates). Conceptually this ratio is identical to a hazard ratio usually
denoted as HR (19). Theoretically, the hazard ratio at a given point in time is the
limiting value of the incidence density ratio as the time around the pint becomes
very short, just as the hazard is the limiting quantity for incidence density (19).
Incidence odds ratio.

Incidence or risk odds ratio is a ratio of risk odds of observed outcome (e.g.
disease, death) among the exposed to the odds among the unexposed
(2,4,5,7,8,12). The measure is calculated as follows (Equation 6):

o O
ROR = [isk ZE+ Equation 6.
risk YE—

ROR= risk odds ratio
riskOe+ = risk odds among exposed
riskOe_ = risk odds among unexposed

Calculation of this measure is presented in Case study 1.

Odds ratio is one of extremely useful measures in multivariate analysis
as well. 1t is one of possible results of logistic regression method (22,23).

In this place we need to expose the relationship between relative risk and
odds ratio. In medical literature odds ratio is often misinterpreted as estimate of
relative risk. Odds ratio is good estimate of relative risk only under specific condition
- only when the phenomenon under observation is rare. In this case only,
denominators in calculation process of frequency measures in odds ratio (e.g. number
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of people under observation without observed phenomenon among exposed) and in
risk ratio (e.g. total number of exposed), are similar. Consecutively values of both
measures, the odds ratio and relative risk, are very close to each other.

The ratio measures ranges in value from 0 to infinity. Values close to 1.0 indicate no
relationship between the exposure and the outcome. Values less than 1.0 suggest a
protective effect, while values greater than 1.0 suggest an adverse effect of exposure.
When comparing all three ratio measures it can be shown that numerically, the odds
ratio falls the furthest from the null, and the risk ratio the closest, with the rate ratio
(incidence density ratio) in between (19).

Prevalence comparisons
In prevalence (cross-sectional) studies, prevalence measures are generated, being,
similarly as in incidence studies, one absolute (difference based) or relative (ratio based).

Difference based measure
Only one difference based measure is commonly used in prevalence comparisons.
1. Prevalence proportion difference.
Prevalence proportion difference, also known as prevalence rate difference
(2,4,19), is calculated as follows (4) (Equation 7):

PD=P, —P:_ Equation 7.

PD = prevalence difference among exposed
Pe. = prevalence proportion among exposed
Pe_ = prevalence proportion among unexposed

Calculation of this measure is presented in Case study 1.

Ratio based measures
Following two ratio based measures are commonly used in prevalence
comparisons: prevalence ratio, and prevalence odds ratio.
1. Prevalence ratio.
Prevalence ratio is a ratio of point prevalence proportion of observed outcome
among the exposed to the point prevalence proportion among the unexposed
(4,8,12,15). The measure is calculated as follows (Equation 8):

Py
PE

PR= Equation 8.

PR = prevalence ratio
Pe. = prevalence (proportion) among exposed
Pe_= prevalence (proportion) among unexposed
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Calculation of this measure is presented in Case study 1.

2. Prevalence odds ratio.
Prevalence odds ratio is a ratio of prevalence odds of observed outcome among the
exposed to the prevalence odds among the unexposed (2,4,8,12,15). The measure
is calculated as follows (Equation 9):

O
POR = prevalence~E+ Equation 9

prevalenceOE—

POR= prevalence odds ratio
prevalenceOg+ = Prevalence odds among exposed
prevalenceOg— = Prevalence odds among unexposed

Calculation of this measure is presented in Case study 1.

Exposure comparisons
In case-control studies neither incidence nor prevalence measures could be
generated. The only measures that can be generated are exposure related measures.
The exposure odds ratio is the ratio of the odds in favour of exposure among the cases
to the odds in favour of exposure among non-cases (1,2,4,8). The measure is calculated
as follows (Equation 10):

EOR _ exposureocases

Equation 10.
) quation

exposure~non—cases

EOR= exposure odds ratio
exposureOcases = €XPOSUre odds among cases
exposureOnon-cases= €XpOsure odds among non-cases

Calculation of this measure is presented in Case study 1.

Major advance is that exposure odds ratio (EOR) and disease odds ratio (DOR)
in case-control studies are mathematically equivalent. Consecutively, the exposure
odds ratio can be used to estimate the relative risk, especially when the probability of
positive response is small (2,4,8). The equivalence is presented in Case study 1.

Measures of potential impact
This family of epidemiologic measures quantifies potential impact of various
exposures on observed phenomena. They could express potential impact of risk factor
on occurrence of observed health phenomenon or potential impact of an intervention
on disease occurrence change (1,2,4,5,13,16,17,24,25)

Measures of potential impact could be classified according to various
characteristics. Five different classifications are summarized in Figure 4.
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of an exposure on disease occurrence absolute (differences)
of anintervention on disease occurrence change relative (rates)
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e l
based on “proportion” type frequency amaong the exposed
measure among the population

based on “rate” type frequency measure
Based on “ratio” type frequency measure

assessing hazardous factors
assessing protective factors

Figure 4. Classifications of measures of potential impact according to various characteristics.

1. Classification of measures of potential impact to those assessing impact of an
exposure on disease occurrence, and those assessing impact of an intervention
on disease occurrence change
In this group of measures there are two subgroups according to what they are
measuring. Measures of the first subgroup express potential impact of risk
factor on occurrence of observed health phenomenon among exposed persons
or in population. These measures are common in public health. Measures of
the second subgroup express potential impact of an intervention on disease
occurrence reduction. They are much more common in clinical epidemiology
than in public health.

2. Classification of measures of potential impact to absolute and relative
According to that if the measure is expressed as difference or ratio the
measures of potential impact are classified as absolute (differences) and
relative (ratios).

3. Classification of measures of potential impact to measures referring to the
population or to exposed
Measures of potential impact could be classified also to those related to
exposed, and those related to population.

4. Classification of measures of potential impact to measures of potential

impact according to the type of relative frequency measure upon which are
based.
Measures of potential impact could be based on different types of
frequency measures that were in details presented in one of previous
modules in this book. According to this classification could be based on
proportion (measure in which numerator is included in denominator in
basic frequency measure), rate or ratio in a narrow sense frequency
measures (measures in which numerator is not included in denominator in
basic frequency measure) (4).
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5. Classification of measures of potential impact to measures assessing hazardous
and measures assessing protective factors.
Measures dealing with hazardous factors are known under the common term
»etiologic fraction« (4). The other group of measures, those measures that deal
with protective risk factors, is known under common term »prevented
fraction« (4). The difference is that they express the proportion of potential
new cases of the disease under observation that would have occurred in
absence of exposure to a protective factor but did not occur (4), or the
proportion of the hypothetical total load of disease that has been prevented by
exposure to a protective factor (1).

Detailed interrelation between different measures of potential impact are out of

the scope of this module and are discussed in several textbooks of modern
epidemiology (2,4,8,18).

In continuation, measures of association frequently used in epidemiologic

research will be presented (Figure 5).
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exposed, etiologic
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« attributable fraction -
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[attributable risk
percent - population,
etiologic fraction -
population)

sprevented fraction -
exposed

s prevented fraction -
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Absolute measures

+absolute risk reduction

«number needed to
treat

Relative measures
+relative risk reduction

Figure 5. Measures of potential impact frequently used in epidemiologic research.
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Measures assessing impact of an exposure on disease

occurrence
Difference based measures
Difference based measures of potential impact are attributable risk in exposed and
attributable risk in population.
1. Attributable risk in exposed.
This measure is the absolute difference between two risks (1,2,5,8). The
measure is calculated as follows (Equation 11):

AR=Rg, —Rg_ Equation 11.

AR = attributable risk among exposed
Re+ = risk among exposed
Re_ = risk among unexposed

In fact this measure has been already introduced among measures of
association under the name »risk difference«. It is the portion of the risk in the
exposed that is due to the exposure (could be attributed to exposure). In other
terms, it is the risk of a disease in the exposed that could be eliminated if
exposure were eliminated.

Calculation of this measure, which is technically exactly the same as
calculation of risk difference from in Case study 1, but the interpretation is
different, is presented in Case study 2.

In calculation process it is assumed that other risk factors than the one
under observation have equal effects on the exposed and unexposed.

2. Attributable risk in population.
Attributable risk could be expressed also for the population (population attributable
risk or population attributable risk). It is a measure of the amount of disease
attributed to a putative cause of the disease in the population (1,2,5,8).
Mathematically it is the difference between the risk of disease in the entire
population and among unexposed (Equation 12):

PAR=R,,, —Re_ Equation 12.

PAR = population attributable risk
Rpop = risk in population
Re_ = risk among unexposed

Population attributable risk is the portion of the risk of a disease in
population (exposed and non-exposed) that is due to exposure. It is the risk of
a disease in the population that could be eliminated if exposure were
eliminated.

Calculation of this measure is presented Case study 2.
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Ratio based measures — assessment of hazardous factors

Ratio based measures of potential impact of hazardous factors are attributable

fraction in exposed and attributable fraction in population.

1. Attributable fraction in exposed.

It is a fraction of people with the disease under observation which could be
attributed to exposure to a risk factor under observation (1,2,5,7,8). It is
known also under the terms attributable risk proportion (2), and etiologic
fraction (4). The measure is calculated as follows (Equation 13):

_ RE+ _ RE—
RE+

AF Equation 13.

AF = attributable fraction among exposed
Re.+ = risk among exposed
Re_ = risk among unexposed

In calculation process it is assumed that other risk factors than the one under
observation have equal effects on the exposed and unexposed.

When this measure is multiplied by a multiplier 100 it is known as
attributable risk percent (5).

Attributable  fraction or attributable risk percent is the
fraction/percent of the risk of a disease in the exposed that is due to the
exposure. It is the fraction/percent of the risk of a disease in the exposed
that could be eliminated if exposure were eliminated.

The same measure could be calculated using another procedure (1)
(Equation 14):

AF = RR-1 Equation 14.
RR

AF = attributable fraction among exposed
RR = relative risk

Calculation of this measure is presented Case study 2 as well.
2. Attributable fraction in population.
When attributable fraction refers to the population (attributable fraction —
population or population attributable fraction), the measure is calculated as
follows (1) (Equation 15):

R, — Re_
PAF = —P%®__E- Equation 15.
pop

PAF = attributable fraction in population
Rpop = risk in population
Re_ = risk among unexposed
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When this measure is multiplied by a multiplier 100 it is known as
population attributable risk percent (5).

Population attributable fraction or percent is the fraction/percent of the
risk of a disease in the population (exposed and non-exposed) that is due to
exposure. It is the fraction/percent of the risk of a disease in the population that
would be eliminated if exposure were eliminated.

The same measure could be calculated using another procedure
(Equation 16):

pap—_ Pecx(RR-1)
1+[Pz, x(RR-1)]

Equation 16.

PAF = attributable fraction in population
RR = relative risk
Pe.. = proportion of exposed in population

Calculation of this measure is presented Case study 2.

Ratio based measures — assessment of protective factors
When considering a protective exposure an appropriate alternative measures are
prevented fraction in exposed and prevented fraction in population (1,19,26).
1. Prevented fraction in exposed.
The reference point in this measure is the risk of disease if nobody is
exposed (26). The fraction indicates the amount of disease that would be
prevented by exposure to a protective factor (26). The measure is
calculated as follows (Equation 17):

RE— — RE+
Re_

PF = Equation 17.

PF = prevented fraction among exposed
Re_ = risk among unexposed
Re.+ = risk among exposed

In calculation process it is assumed that other risk factors than the one under
observation have equal effects on the exposed and unexposed.

Calculation of this measure is presented Case study 2.

The same measure could be calculated using another procedure (26)
(Equation 18):

PF=1-RR Equation 18.

PF = prevented fraction among exposed
RR = relative risk

Measures of Association and Potential Impact
METHODS AND TOOLS IN PUBLIC HEALTH 193




Calculation using this procedure is presented Case study 2 as well.

This measure is identical to the measure, known in clinical
epidemiology as »relative risk reduction« (26). It will be discussed later in this
module. It is also identical to the measure, known in communicable diseases
epidemiology as »vaccine efficacy« (26).

2. Prevented fraction in population.
When the prevented fraction refers to the population (prevented fraction -
population), the measure is calculated as follows (26) (Equation 19):

Re_
PPF=_t— P%® Equation 19.
RE_

PPF = prevented fraction in population
Re_ = risk among unexposed
Rpop = risk in population

Calculation of this measure is presented Case study 2.
The same measure could be calculated using another procedure (26) (Equation 20):

PPF =P, x(1-RR) Equation 20.

PPF = prevented fraction in population
RR = relative risk
Pe. = proportion of exposed

Calculation using this procedure is presented Case study 2 as well.

Beside these two measures, there exists also a measure called »preventable fraction«.
This measure is less commonly used and will not be discussed here.

Measures assessing impact of an intervention on disease

occurrence change
As already mentioned, this group of measures is much more commonly used in
clinical epidemiology than in public health since they are measuring the effectiveness
of clinical intervention trials. Nevertheless they could be effectively used in
assessment of public health interventions as well.

There exist several subgroups of these measures, depending on if they are
assessing undesirable (bad outcomes) or desirable events (good outcomes) (16,17). In this
module we are presenting only three measures used most frequently: absolute risk
reduction, relative risk reduction, and number needed to treat.

1. Absolute risk reduction.
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Absolute risk reduction is defined as the difference in risk between the
control (untreated) group and the intervention (treated) group (25). The
measure is calculated as follows (Equation 21):

ARR=R: — Ry Equation 21.

ARR = absolute risk reduction
R¢ = risk in the control group
Ry = risk in the intervention (treated) group

This measure expresses the proportion of individuals spared from the
unfavourable outcome if they receive the intervention in comparison to not receive
it (25).

In fact this measure is opposite to attributable risk in exposed (Equation 11).
This calculation is opposite since clinical interventions on general reduce risk (26).

Calculation of this measure is presented Case study 2.

In this place we need to emphasize that in clinical epidemiology
frequently another notation of basic frequency measures is used. Risk in the
control group is denoted by CER (the control group event rate), while risk in
the intervention (treated) group is denoted by EER (experimental group event
rate). This notation is suitable since the studies conducted in clinical
epidemiology are mostly clinical trials (experimental studies with the
experimental and the control group).

2. Relative risk reduction.
This measure is the most commonly reported measure in this family of
measures (25). It can be obtained by dividing the absolute risk reduction by
the risk in the control group (25) (Equation 22):

Rc —R
RRR= % Equation 22.
c

RRR = relative risk reduction
R¢ = risk in the control group
Rt = risk in the intervention (treated) group

In calculation process it is assumed that other risk factors than the one under
observation have equal effects on the exposed and unexposed.

Relative risk reduction measures how much of the risk is reduced in the
experimental (treated) group compared to a control group. Here would be
worthy to mention, that treatments with very large relative risk reductions may
have a small effect in conditions where the control group has a very low bad
outcome. On the other hand, modest relative risk reduction can mean major
clinical importance if the risk in a control group is large.

Calculation of this measure is presented Case study 2.
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The same measure could be obtained easily from the relative risk (the
ratio of risk in the intervention group to the risk in the control group) using the
following equation (25) (Equation 23):

R
RRR=1-RR=1- R—T Equation 23.

C

RRR = relative risk reduction

RR = relative risk

R¢ = risk in the control group

Ry = risk in the intervention (treated) group

Calculation using this procedure is presented Case study 2 as well.

This measure expresses how much the risk is reduced in the treated
group compared to a control group. The greater the relative risk reduction, the
more efficacious is the intervention (25).

3. Number needed to treat.
The last measure in this group we are presenting is the number needed to treat.
It is in fact only another way to express the absolute risk reduction, since it is
defined as inverse of the absolute risk reduction (25) (Equation 24):

1 1

NNT=——=— =~
ARR R. -R;

Equation 24.

NNT = number needed to treat

ARR = absolute risk reduction

R¢ = risk in the control group

Ry = risk in the intervention (treated) group

Calculation of this measure is presented Case study 2.

This measure is very popular because of its simplicity to compute and
its ease to interpret — it is interpreted as the number of patients that would need
to be treated to prevent one additional bad outcome.

CASE STUDIES

Case study 1: Measures of association

Incidence comparisons

An incidence study of impact of hyperirritable uterus on a

premature delivery
In a ambidirectional cohort study, basing on Perinatal Informational System of
Slovenia (P1SS)° (27), data of 800 mothers and their newborns were analyzed.

® In Slovenia for already several years for the purpose of teaching epidemiologic methods in
public health, comprising also statistical methods, data collection which enables learning such
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The observed outcome was a preterm delivery (a delivery prior the
completed 36" week of pregnancy). We related this outcome to a condition
(»exposure«), known as hyperirritable uterus (abnormal contractility of the uterus
during earlier stages of pregnancy). For analyzing this relationship we used
different methods:

1. First we were interested only if preterm delivery occurred or not. The

results of this simple cumulative method analysis are presented in Table 1.

Table 1. Frequency of preterm delivery in two groups of mothers according to absence or
presence of hyperirritable uterus during pregnancy based on Slovene PISS data

(27).
Presence of hyperirritable uterus during
pregnancy Total
Preterm delivery No Yes
No 719 30 749
Yes 44 7 51
Total 763 37 800

The intermediate measures (frequency measures) - necessary elements
for calculation of measures of association calculated on the basis of data
presented in Table 1 — are presented in Table 2.

methods in much comprehensive way has been created. These are the data collected in the
frame of the Perinatal Informational System of Slovenia (PISS) (27), which is considered to
be one of the permanent of health data-bases of the highest quality with many years' tradition
in the country. It was started in 1987, when collection of perinatal data started according to a
common protocol in all fourteen Slovene maternity hospitals.

In PISS the data on total period of pregnancy and on delivery are joined. Data
concerning the pregnancy period are collected at the time of admission to the maternity. They
are objective and subjective. Objective data come from a so-called »Maternal Booklet«. This
is a booklet every pregnant woman in Slovenia gets at the time of establishing pregnancy. It
holds the most important up-to-date information regarding pregnancy, determined by the
obstetrician, responsible for a pregnant woman. This information is important in case of an
urgent treatment or intervention and at the time of delivery. Subjective data come from a
questionnaire filled-in at the time of admission to the maternity. They are collected by the
maternity staff (partially by a midwife and partially by an obstetrician). After admission, a
period from the admission to the discharge from a maternity is prospectively followed-up and
data collected in PISS.

The basic data material for all epidemiologic and statistical activities is composed of
6,356 statistical units, representing the model of a population. For teaching different
epidemiologic and statistical methods, samples of various sizes are then randomly selected
from the population database. The data set used in this example is composed of 800
observational units.

Data material for teaching is only a small piece out of the whole collection PISS,
prepared especially for this purpose. Safeguard of personal data is assured so that all personal
data have been removed, and moreover, the data are selected from the whole collection which
shall be used only for the teaching purpose.
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Table 2. The intermediate measures (frequency measures) - necessary elements for
calculation of incidence risk and odds based measures of association calculated on
the basis of data from Table 1.

Frequency measure Notation Calculation and value

Risk in the non-exposed RE.
- Re =24 _00577
763

Risk in the exposed Re+ 7
Re,. = P =0.1892

Risk (incidence) odds in the non- iskOE- 44

exposed " O = 70 =00612
Risk (incidence) odds in the riskOE+ 7

exposed risk O = 30" 0.2333

Table 3. Duration of pregnancy and person-weeks quantity in two groups of mothers
according to absence or presence of hyperirritable uterus during pregnancy based on
Slovene PISS data (27).

Hyperirritable uterus during pregnancy Hyperirritable uterus during pregnancy
no yes

Duration of n Person-weeks Duration of n Person-weeks

pregnancy PW) pregnancy PW)

(weeks of (weeks of

gestation) gestation)
22 1 22 28 1 28
23 1 23 29 2 58
25 1 25 32 1 32
26 1 26 33 1 33
29 2 58 34 1 34
30 2 60 35 1 35
31 2 62 37 5 185
32 7 224 38 3 114
33 2 66 39 9 351
34 5 170 40 11 440
35 12 420 41 2 82
36 8 288 Total 37 1392
37 33 1221
38 97 3686
39 182 7098
40 295 11800
41 108 4428
42 4 168

Total 763 29845
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2. Afterwards we were interested also in when preterm delivery occurred. We
used the data on duration of pregnancy (assessed through gestational age of a
newborn). These more detailed data are presented in Table 3.

The intermediate measures (frequency measures) - necessary elements
for calculation of measures of association calculated on the basis of data
presented in Table 3 — are presented in Table 4.

Table 4. The intermediate measures (frequency measures) - necessary elements for
calculation of incidence density based measures of association calculated on the
basis of data presented in Tables 1 and 3.

Frequency measure Notation Calculation and value
Incidence density in the non- IDg. 44
exposed E- 29845 0.00147
Incidence density in the exposed IDg.

Y P e De, :ﬁ:o.oosos

Calculation of measures of association in incidence comparisons
The procedures of calculation of risk difference, incidence density difference, relative
risk, incidence density ratio (also known as rate ratio), and incidence odds ratio (also
known as risk odds ratio), and interpretation of results is as follows:
1. Risk difference or excess risk.
The risk difference calculated according to Equation 1 based on data presented
in Tables 1 and 2 is (Equation 25):

RD=0.1892-0.0577=0.1315 Equation 25.

Mothers with hyperirritability of uterus have risk of preterm delivery for
0.1315 higher than mothers without it.

We could interpret this result also in terms of a percentage. If we
multiply the risk difference by 100, we get 13.15%, and the interpretation is
that mothers with hyperirritability of uterus have risk of preterm delivery for
13.1% higher than mothers without it.

2. Incidence density difference.
The incidence density difference calculated according to Equation 3 based on
data presented in Tables 3 and 4 is (Equation 26):

IDD=0.00503—-0.00147 =0.00355 Equation 26.
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Mothers with hyperirritability of uterus have incidence density of preterm
delivery for 0.00355 higher than mothers without it.

If we than multiply the incidence density difference by 1,000 we get the
value 3.55, which could be interpreted as: on average in 42-week interval 3.55
more pregnant women with hyperirritability of the uterus experience preterm
delivery per 1,000 population than mothers without it.

. Risk ratio or relative risk.

The relative risk calculated according to Equation 4 based on data presented in
Tables 1 and 2 is (Equation 27):

o 01892
0.0577

=3.2807 Equation 27.

The risk of preterm delivery in mothers with hyperirritability of uterus is 3.28-
times higher than in mothers without it.

. Incidence density ratio.

The incidence density ratio calculated according to Equation 5 based on data
presented in Tables 3 and 4 is (Equation 28):

oR._ 000503

= =3.4110 Equation 28.
0.00147

The »risk« of preterm delivery in mothers with hyperirritability of uterus,
assessed through incidence density procedure, is 3.41-times higher than in
mothers without it.

. Incidence or risk odds ratio.

The risk odds ratio calculated according to Equation 6 based on data presented
in Tables 1 and 2 is (Equation 29):

0.2333
612

ROR =3.8129 Equation 29.

The odds of preterm delivery in mothers with hyperirritability of uterus, is
3.81-times higher than in mothers without it.

When comparing all three presented ratio measures for the same set of data

we can see that the odds ratio falls the furthest from the null (ROR = 3.81), and
the relative risk the closest (RR = 3.28), with the incidence density ratio in
between (IDR = 3.41).
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Prevalence comparisons

A cross-sectional study of smoking in adults in Slovenia
In a cross-sectional study, basing on CINDI Health Monitor survey 2001, that was
aiming at assessing the prevalence of health behaviours (28)’, data of 9,034 adults
were analyzed.

The observed outcome was smoking at the time (point of observation) of
the survey. We related this outcome to a gender as a risk factor for unfavourable
health behaviour (i.e. in this context in a role of »exposure«; since in general
males are at highest risk for smoking than females, they are considered as
»exposed«, while females are considered as »non-exposed«).

Out of 9,034 respondents 8,904 adults reported their smoking status. This
outcome was related to a gender. The results of this analysis are presented in
Table 5.

Table 5. Prevalence of smoking in both gender groups in adult population in Slovenia in 2001,
based on CINDI Health Monitor Survey, Slovenia 2001 (28).

Gender Total
Smoking Females Males
No 3,859 2,931 6,790
Yes 971 1,143 2,114
Total 4,830 4,074 8,904

" In Slovenia in 2001 the survey aiming at assessing the prevalence of health behaviours (stress
perception, smoking habits, nutrition habits, alcohol consumption habits, physical activity
habits, and traffic safety habits) was performed for the first time. This survey is conceptually
a part of a wider international project in the frame of the Countrywide Integrated Non-
communicable Diseases Intervention (CINDI) program, entitled CINDI Health Monitor
Surveys, supported by the World Health Organization, CINDI Health Monitor. For the
second and the third time this type of a survey was performed in 2004 and in 2008.

In the 2001 survey, the stratified random sample was drawn from the Central
Population Registry of the Republic of Slovenia. The sample size was 15,379 with the age
range 25-64 years. The sampling was performed by the Statistical Office of the Republic of
Slovenia.

The data were collected in late spring 2001 by using a self-administered postal
questionnaire, based on the CHM Core Questionnaire (28).

Out of 15,379 inhabitants included in the sample 15,153 were contacted (226 were
excluded because of changed domicile, severe illness or death). The response rate was 63.8%
(9,666 responses). The respondents did not differ statistically from non-respondents in age
distribution or distribution of size of settlements of permanent residence, but the response to
the survey was slightly lower among men (47.0%) than among women (53.0%) at a ratio
1:1.1 (according to population data in 2001 the ratio was 1:1). The questionnaires of 9,034
respondents were eligible for analysis (eligibility criteria: sex and age provided by Statistical
Office of the Republic of Slovenia).

For the purpose of this module, we have chosen observation of smoking behaviour.
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The intermediate measures (frequency measures) - necessary elements for
calculation of measures of association calculated on the basis of data presented in
Table 5 — are presented in Table 6.

Table 6. The intermediate measures (frequency measures) - necessary elements for
calculation of prevalence measures of association calculated on the basis of data
presented in Table 5.

Frequency measure Notation Calculation and value

Prevalence proportion in the non- PEe. 971
_=——-=0.2010

exposed (females) E 4830

Prevalence proportion in the Pe+ 1,143

exposed (males) Ee = 2074 0.2806

Prevalence odds in the non- prevalenceOE- 971

exposed (females) prevalenceOE - = 3859 =0.3900

Prevalence odds in the exposed prevalenceOE+ 1143

(males) prevalenceOE+ = m =0.2333

Calculation of measures of association in prevalence comparisons
The procedures of calculation of prevalence proportion difference, prevalence ratio
(also known as prevalence rate ratio), and prevalence odds ratio, and interpretation of
results is as follows:
1. Prevalence proportion difference.
The prevalence proportion difference calculated according to Equation 7 based
on data presented in Tables 5 and 6 is (Equation 30):

PD=0.2806—0.2010=0.0796 Equation 30.

In Slovene adult males, prevalence of smoking is higher for 0.0796 than in
Slovene adult females.

We could interpret this result also in terms of a percentage. If we
multiply the prevalence proportion difference by 100, we get 7.96%, and the
interpretation is that in Slovene adult males, prevalence of smoking is higher
for 7.96% than in Slovene adult females.

2. Prevalence ratio.
The prevalence ratio calculated according to Equation 8 based on data
presented in Tables 5 and 6 is (Equation 31):

R 0.2806

=1.3956 . .
0.2010 Equation 31
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The prevalence of smoking in Slovene adult males is 1.40-times higher than in
Slovene adult females.

3. Prevalence odds ratio.
The prevalence odds ratio calculated according to Equation 9 based on data
presented in Tables 5 and 6 is (Equation 32):

5 0:3900
© 0.2516

=1.5498 Equation 32.

The (prevalence) odds of smoking in Slovene adult males, is 1.55-times higher
than in Slovene adult females.

Exposure comparisons

A case-control study of impact of hyperirritable uterus on a

premature delivery
On the basis of the Slovene PISS data (27), we could simulate a case-control study.
Let’s suppose that we have followed-up outcomes of deliveries in a given period of
time in a selected maternity. In this period we registered 51 preterm deliveries. For
each case we selected two controls out of mothers without preterm delivery (i.e. on-
time delivery). We were interested if frequency of hyperirritability of uterus
(exposure) was different in cases (mothers with preterm delivery) in comparison to
controls (mothers without preterm delivery). The results of this analysis are
presented in Table 7.

Table 7. Frequency of preterm delivery in two groups of mothers according to absence
(controls) or presence (cases) of hyperirritable uterus during pregnancy based on
Slovene PISS data (27).

Presence of hyperirritable uterus during

pregnancy Total
Preterm delivery No (Non-exposed) Yes (Exposed)
No (Controls) 95 7 102
Yes (Cases) 44 7 51
Total 139 14 153

The intermediate measures (frequency measures) - necessary elements for
calculation of exposure odds ratio as a measure of association in exposure
comparisons calculated on the basis of data presented in Table 7 — are presented in
Table 8. For demonstrating the equality of exposure odds ratio to disease odds ratio,
both, exposure odds in cases and controls, as well as disease odds in exposed and non-
exposed are presented.

Measures of Association and Potential Impact

METHODS AND TOOLS IN PUBLIC HEALTH 203



Table 8. The intermediate measures (frequency measures) - necessary elements for calculation
of measures of association in exposure comparisons calculated on the basis of data
presented in Table 7.

Frequency measure Notation Calculation and value
Exposure odds in controls exposureOcontrols 7
exposure Ocontrols = _5 =0.0737
Exposure odds in cases exposureOcases 7
exposure Ocases = _4 =0.1591
Disease odds in the non-exposed disease OF- 7
diseaseOE = 7 =1.000
Disease odds in the exposed disease O+ 4
diseaseOE+ = 9_ =0.4632

Calculation of measures of association in exposure comparisons
As just mentioned, in this group of measures we will present only one measure, being
exposure odds ratio.
1. Exposure odds ratio.
The exposure odds ratio calculated according to Equation 10 based on data
presented in Tables 7 and 8 is (Equation 33):

7

A Equation 33.
EOR_ﬂ 0.1591 7x95 %_2.15912

7 00737 44x7 44

95

7

7 _ 1 _7X35_9_,51591-poR
44 704632 44x7 44
9

The odds of being exposed to hyperirritable uterus is in group of mothers
that experienced preterm delivery (cases) 2.16-times higher than in group
of mothers that did not experienced preterm delivery (controls), indicating
that association between preterm delivery and preterm delivery is strong.
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Case study 2: Measures of potential impact

Measures assessing impact of an exposure on disease occurrence

An incidence study of impact of hyperirritable uterus on a premature

delivery
For demonstrating the calculation process in measures assessing the impact of hazardous
factors we will use the same data set as presented in demonstration of calculation of
measures of association in incidence comparisons - »An incidence study of impact of
hyperirritable uterus on a premature delivery« (Table 1). We will use intermediate
measures (frequency measures), presented in Table 2, as well as additional intermediate
measures for assessment of population based measures, presented in Table 9.

Table 9. The intermediate measures (frequency measures) - necessary elements for
calculation of population based measures for assessing the impact of exposure to a
hazardous factor on disease occurrence.

Frequency measure Notation Calculation and value
Risk in population R

pop pop 2op :%20.0638
Proportion of exposed in Pe+ 37
population P, = 300" 0.0463

Calculation of measures of assessment of impact of hazardous factors
The procedures of calculation of attributable risks in exposed and in population, and
attributable fractions in exposed and in population are as follows:
1. Attributable risk in exposed.
The attributable risk in exposed calculated according to Equation 11 based on
data presented in Tables 1, 2 and 9 is (Equation 34):

AR=0.1892-0.0577=0.1315 Equation 34.

The risk for preterm delivery in mothers suffering from the hyperirritable
uterus is 0.1892 (18.92%). In absolute terms, 0.1315 (13.15%) of this risk
could be attributed to the hyperirritable uterus. This is the portion of the risk of
a preterm delivery in the exposed that could be eliminated if exposure were
eliminated.
2. Attributable risk in population.

The population attributable risk calculated according to Equation 12 based on
data presented in Tables 1, 2 and 9 is (Equation 35):

PAR=0.0638—0.0577=0.0061 Equation 35.
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In absolute terms, out of 0.0638 (6.36%) of risk of preterm delivery in a
population, 0.0061 (0.6%) could be attributed to hyperirritable uterus. This is
the risk of a preterm delivery in the population that could be eliminated if
exposure were eliminated.

. Attributable fraction/percent in exposed.

The attributable fraction in exposed calculated according to Equations 13 and
14 based on data presented in Tables 1, 2 and 9 is (Equations 36 and 37):

~0.1892-0.0577 0.1315

AF = =0.6952=69.52% Equation 36.
0.1892 0.1892
ar = 328071 6950 69520 Equation 37.
3.2807

The second procedure involves the use of relative risk (Equation
27).

This result indicates that 69.52% of risk of preterm delivery in exposed
group could be attributed to hyperirritable uterus. In other words, if those
mothers suffering from hyperirritable uterus are spared from this unfavourable
phenomenon (e.g. pharmacological treatment, rest, etc.), their risk of preterm
delivery would decrease by 0.1315, what would represent 69.52% reduction of
their preterm delivery incidence.

. Attributable fraction/percent in population.

The population attributable fraction calculated according to Equations 15 and
16 based on data presented in Tables 1, 2 and 9 is (Equations 38 and 39):

0.0638-0.0577
PAF =————— =0.0954 = 9.54% E i .
0.0638 () quation 38

_0.0463x(3.2807-1)
1+[0.0463x(3.2807 1))

=0.0954=9.54% Equation 39.

The second procedure involves the use of relative risk (Equation 27).

This result indicates that 9.54% of total risk of preterm delivery in
population (in total 6.38%) (exposed and non-exposed) could be attributed to
hyperirritable uterus. In other words, 9.45% of preterm deliveries in the
population could be prevented if all exposure to hyperirritable uterus is
eliminated (e.g. pharmacological treatment, rest, etc.), or a reduction of 0.6
new cases of preterm delivery per 100 population (exposed and non-exposed)
is expected if none of pregnant women is suffering from hyperirritable uterus.
Such a reduction represents a 9.45% reduction of the incidence of preterm
delivery in the population.
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An incidence study of impact of medication with iron supplements

during pregnancy on a low birth weight of a newborn
In a ambidirectional cohort study, basing on Perinatal Informational System of
Slovenia (PISS) (27), data of 800 mothers and their newborns were analyzed again.
The observed outcome this time was low birth weight of a newborn (in this analysis
2500 g or less). Let us suppose that in Slovenia we have a preventive programme for
reducing iron deficiency during pregnancy. On an individual level with iron
deficiency treatment during pregnancy better oxygenation of a fetus could be attained
and consecutively better growth (»exposure« to a protective factor) what could result
in higher birth weight of a newborn. On a population level with iron deficiency
reduction programme during pregnancy lower frequency of low birth weight at birth
could be attained. Thus, we related observed outcome to a medication with iron
supplements during pregnancy. The results of this analysis are presented in Table 10.

Table 10. Frequency of preterm delivery in two groups of mothers according to medication
with iron supplements during pregnancy based on Slovene PISS data (27).

Presence of hyperirritable uterus during

pregnancy Total
Preterm delivery No Yes
No 401 348 749
Yes 39 12 51
Total 440 360 800

The intermediate measures (frequency measures) - necessary elements for
calculation of measures of association calculated on the basis of data presented in
Table 10 — are presented in Table 11.

Table 11. The intermediate measures (frequency measures) - necessary elements for
calculation of measures for assessing the impact of exposure to a protective factor on
disease occurrence calculated on the basis of data from Table 10.

Frequency measure Notation Calculation and value
Risk in the non-exposed Re. 40
P : Re. = —2 —0.0886
440
Risk in the exposed Re+ 11

Re. =——=0.0333
B+ 360

Relative risk RR
RR= 00333 =0.3761
0.0886
Risk in population Roop 51
pop = ﬁ = 00638
Proportion of exposed in Pe. 360
population E+~ 300 0.4500
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Calculation of measures of assessment of impact of protective factors
The procedures of calculation of prevented fractions in exposed and in population are
as follows:
1. Prevented fraction/percent in exposed.
The prevented fraction in exposed calculated according to Equations 17 and 18
based on data presented in Tables 10 and 11 is (Equations 40 and 41):

~0.0886-0.0333  0.0553

PF =
0.0886 0.0886

=0.6239=62.39% Equation 40.

PF=1-0.3761=0.6239=62.3%% Equation 41.

The results indicate that medication with iron supplements during pregnancy
has reduced the risk of low birth weight of a newborn by 62.39% among
treated pregnant women. The iron supplements were 62.39% efficacious.

2. Prevented fraction/percent in population.
The population prevented fraction calculated according to Equations 19 and 20
based on data presented in Tables 10 and 11 is (Equations 42 and 43):

0.0886-0.0638 0.0249

PPF = =
0.0886 0.0886

=0.2808 = 28.08% Equation 42.

PPF =0.4500x (1-0.3761) = 0.2808 = 28.08% Equation 43.

The results indicate that preventive programme for reducing iron deficiency
has reduced the risk of low birth weight of a newborn by 28.08% in the
population of pregnant women as a whole. We might argue that the iron
deficiency reduction programme during pregnancy was 28.08% effective.

Measures assessing impact of an intervention on disease

occurrence change

An incidence study of impact of medication with iron supplements

during pregnancy on a low birth weight of a newborn
For demonstrating the calculation process in measures assessing the impact of an
intervention on disease occurrence change we will use the same data set as just - »An
incidence study of impact of medication with iron supplement during pregnancy on a
low birth weight of a newborn« (Table 10). The only difference is that we suppose
now that our data originate from a preventive trial in which one group of pregnant
women were treated with iron supplements and the other was a control group. In
calculations we will in fact use the same intermediate measures (frequency measures)
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as presented in Table 11, but since the notation is now slightly different, these
intermediate measures are presented Table 12 again according to this different
notation.

Table 12. The intermediate measures (frequency measures) - necessary elements for calculation of
measures for assessing the impact of an intervention on disease occurrence change
calculated on the basis of data from Table 10.

Frequency measure Notation Calculation and value
Risk in the control group (non-exposed R
group ( posed) c E_:ﬂ=0.0886
440
Risk in the treated (experimental) group Rt 11
Re, =——=0.0333
(exposed) E+ 360
Relative risk RR
RR= % =0.3761
0.0886

Calculation of measures of assessment of impact of an intervention
on disease occurrence change
The procedures of calculation of absolute risk reduction, relative risk reduction and
number needed to treat are as follows:
1. Absolute risk reduction.
The absolute risk reduction calculated according to Equation 21 based on data
presented in Tables 10 and 12 is (Equation 44):

ARR=0.0886—-0.0333=0.0553 Equation 44.

Absolute risk reduction is just the absolute difference in risks for observed
outcome between the control and the treatment group. It is less intuitive
measure to interpret than relative risk reduction is, and its main role is to be
used in calculation of number needed to treat. However, if we multiply the
result in our case, and we get absolute risk reduction 5.53%, we can interpret it
as follows: for every 100 pregnant women enrolled in the treatment group,
about 5.5 bad outcomes (deliveries of a low birth weight newborn) would be
averted.
2. Relative risk reduction.

The relative risk reduction calculated according to Equations 22 and 23 based
on data presented in Tables 10 and 12 is (Equations 45 and 46):

_0.0886-0.0333 0.0553

RRR =
0.0886 0.0886

=0.6239=62.39% Equation 45.

RRR=1-0.3761=0.6239=62.3%% Equation 46.
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Relative risk reduction measures how much of the risk is reduced in the
experimental (treated) group compared to a control group. In our example the
result is 62.39%. This means that low birth weight of a newborn was reduced
by 62.4% in the treatment group compared with the control group without
treatment with iron supplements.
3. Number needed to treat.

The number needed to treat calculated according to Equation 24 based on data
presented in Tables 10 and 12 is (Equation 47):

T = 1 =18.08 Equation 47.
0.0553

The result of calculating this measure indicates that for every 18 pregnant
women treated with iron supplements one newborn with low birth weight
would be prevented.

EXERCISE

Task 1
In a maternity hospital data on successive 800 deliveries were collected in an
ambidirectional cohort study. The observed outcome was low birth weight of a
newborn, which is defined as birth weight 2500 g or less. The exposure under
observation is smoking of mother during pregnancy. The results of this study are
presented in Table 13.

Table 13. Frequency of low birth weight in newborns in two groups according to smoking of
mother during pregnancy based on PISS data (27).

Exposure to smoking of mother during

Low birth weight of a pregnancy Total
newborn No Yes

No 558 191 749
Yes 35 16 51
Total 593 207 800
Please:

o make small groups of students (maximum three students in a group),

e with other students in your group discuss what kind of a comparisons you can
perform according to basic frequency measures that can be computed on the
basis of data presented in Table 13,
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calculate and make interpretation of all these measures,
make a short presentation,

present results to other groups of students,

discuss your results to the results of other students.

Task 2
In the same study, the same observed outcome was related to a different hazardous
factor, this time being elevated blood pressure of mother during pregnancy. The
results of this study are presented in Table 14.

Table 14. Frequency of low birth weight in newborns in two groups according to elevated
blood pressure in mother during pregnancy based on PISS data (27).

Elevated blood pressure in mother during

Low birth weight of a pregnancy Total
newborn No Yes

No 707 42 749
Yes 46 5 51
Total 753 47 800
Please:

e make small groups of students (maximum three students in a group),

e with other students in your group discuss what kind of a comparisons you can
perform according to basic frequency measures that can be computed on the
basis of data presented in Table 13,

calculate and make interpretation of all these measures,

make a short presentation,

present results to other groups of students,

discuss your results to the results of other students.

Task 3
In a cross-sectional study, basing on CINDI Health Monitor survey 2001, that was
aiming at assessing the prevalence of health behaviours (28), data of 9,034 adults
were analyzed. The observed outcome was frequent perception of stress without or
with poor coping mechanisms. We related this outcome to a gender as a risk factor for
unfavourable health behaviour (i.e. in this context in a role of »exposure«). The
results of this study are presented in Table 15.
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Table 15. Prevalence of stres in both gender groups in adult population in Slovenia in 2001,
based on CINDI Health Monitor Survey, Slovenia 2001 (28).

Gender Total
Smoking Males Females
No 3,235 3,570 6,805
Yes 861 1,321 2,182
Total 4,096 4,891 8,987

Please:

o make small groups of students (maximum three students in a group),

o with other students in your group discuss what kind of a comparisons you can
perform according to basic frequency measures that can be computed on the
basis of data presented in Table 13,
calculate and make interpretation of all these measures,
make a short presentation,
present results to other groups of students,
discuss your results to the results of other students.

Task 4

In a case-control study outcomes of successive deliveries were followed-up in a
given period of time in a selected maternity. In this period 36 deliveries of babies
with low birth weight were registered (cases). For each case approximately three
controls out of other deliveries (i.e. with normal birth weights) were selected. The
research question was if elevated blood pressure of mother during pregnancy is
associated with low birth weight of newborns. Data of 153 mothers and their
newborns were analyzed. The results of this analysis are presented in Table 16.

Table 16. Frequency of preterm delivery in two groups of mothers according to absence
(controls) or presence (cases) of hyperirritable uterus during pregnancy based
on Slovene PISS data (27).

Presence of elevated blood pressure in

mother during pregnancy Total
Low birth weight No (Non-exposed) Yes (Exposed)
No (Controls) 69 48 117
Yes (Cases) 30 6 36
Total 99 54 153

Please:
o make small groups of students (maximum three students in a group),
o with other students in your group discuss what kind of a comparisons you can
perform according to basic frequency measures that can be computed on the
basis of data presented in Table 13,
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calculate and make interpretation of all these measures,
make a short presentation,

present results to other groups of students,

discuss your results to the results of other students.
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Learning objectives

After completing this module students should:

¢ understand and apply the basic clustering methods;

e be aware of cluster analysis limitations;

e gain expertise in the interpretation of clustering solutions

o improve the skills needed for the use of statistical software packages

e be able to undertake investigations into geographical pattern of
disease;

¢ identifie and investigate disease risks in certain areas;

¢ increase knowledge regarding the efficient distribution of resources
for prevention and treatment of disease.

Abstract

From the huge amount of data available in health field today, we have to
find out what the emerging problems are and recommend the best
scenario we can get to solve them. In light of this, we have to learn to use
the most appropriate tools, which can help us to mine the “mountains” of
data around us with the aim to create knowledge. The chapter below is a
brief presentation of clustering analysis methodology which includes a
number of different algorithms and methods accustomed to organize
huge amount of observed data into meaningful structures.

Teaching methods

Teaching methods will include combination of lectures, exercises,
individual work, interactive methods such as small group discussions.
Before the introductory lecture a case study could be presented to
increase students’ motivation. An introductory lecture gives the students
the basic theoretical knowledge on cluster analysis. After the
introductory lecture students will work individual and in teams of 2-3
students, study the recommended readings and discuss the characteristics
and pitfalls of clustering algorithms. Work will be followed by an
individual case problem presentation and overall discussion.

Specific o work under teacher supervision/individual students’ work proportion:
recommendations 30%/70%;
for teachers o facilities: a lecture room, a computer room;
e equipment: computers (1 computer on 2-3 students), LCD projection,
access to the Internet and statistical programme;
e training materials: recommended readings or other related
documents;
o target audience: master degree students according to Bologna
scheme.
Assessment of Assessment could be based on case problem presentations.
students
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CLUSTER ANALYSIS
Anca Vitcu

THERORETICAL BACKGROUND

About clustering

Definition and main features
Cluster analysis is a data analysis tool which comprises a variety of goals, all of them
related with grouping or segmenting objects into meaningful structures (clusters),
without explaining why they exist, based only on the data that describes them and
their relationships.

It includes a number of different algorithms and methods and is used when we
do not have any a priori hypothesis about the data.

The components of a cluster are more closely related to one another than those
assigned to different clusters. In other word, the degree of association between objects
is maximal if they belong to the same cluster and minimal otherwise.

Aims

The main objective of cluster analysis is to identify homogeneous groups or
clusters in a data set. Cluster analysis has the potential to generate new
knowledge: may help formulate hypotheses concerning the origin of the sample,
describe a sample in terms of a typology, or predict the future behaviour of
population types. It also proved to be a useful starting point for other analysis
procedures (e.g. based on geographical analysis methods and spatial scan
statistics localised clustering can be assessed and the risk of disease inside and
out side the study area can be compared).

Applications
In medical science there are different types of clustering such as:

o general clustering — involves the analysis of the overall clustering tendency of
the disease incidence in a study area without searching the exact location of the
clusters (1,2);

o specific clustering — involves specific disease clustering methods which are
designed to examine the exact location of the clusters (3,4).

Some of the most important applications of cluster analysis are: pattern recognition,
spatial data analysis, image processing. In epidemiology clustering is frequently used:
o to identify diseases and their stages, and by examining their characteristics to
discover whether there are different subtypes of diseases grouped togheter
under a single diagnosis (5);
e to detect patterns in the spatial and temporal distribution of a disease (6);
e to find if there are several distinct groups of patients with different
symptoms and similar behavior habits which have been diagnosed with a
certain disease (7);
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e to group patients into nonoverlapping activity/inactivity clusters and then uses
the outcomes in models of prevalent and incident overweight;

e to measure the different effects of treatments on classes within the population;

e to assist the disease surveillance.

Description
Types of clustering
In a cluster analysis we can distinguish different types of clustering (8,9):
o exclusive or non-exclusive;
e complete or partial;
e hierarchical or partitional.

In the following paragraphes we will shortly describe each of these clustering
types:
1. Exclusive vs. non-exclusive clusters.
Exclusive clusters assign each case to a single cluster such as each case is
closer to all of the cases in its cluster than to any case in another cluster (Figure
1). In this situation a case can only belong to one cluster (e.g. case 1 belongs to
cluster “c”, case 2 to cluster “a”, case 3 to cluster “c”, case 4 to cluster “a” and
S0 on).

Cluster c

Cluster a

Cluster b

Figure 1. Exclusive clusters.

On the other hand, there are situations in which a case can logically be
placed in more than one cluster, e.g. case 2 belongs to cluster “a” and “c”, case
4 belongs to cluster “b” and “c” (Figure 2). These situations in which a case
can simultaneously belong to more than one cluster or is “located between”
two or more clusters, and can be assigned to any of them are addressed by non-
exclusive clustering.
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Cluster a

) 2>

Cluster b

Cluster ¢ L
N

Figure 2. Non-exclusive clusters.

An example of non-exclusive clustering is fuzzy clustering, where every
case belongs to every cluster with a membership weight which takes values
between 0 (absolutely doesn’t belong) and 1 (absolutely belongs). In fuzzy
clustering it is often added the constraint that the sum of weights for each case must
equal 1. In a similar way, probabilistic clustering techniques compute the
probability with which a case belongs to each cluster, and these probabilities must
also sum to 1. These approaches are most appropriate for avoiding the arbitrariness
of assigning a case to only one cluster when logically it may belong to several. In
practice, a fuzzy or probabilistic clustering is often converted to an exclusive
clustering by assigning each case to the cluster in which its membership weight or
probability is the highest (10,11).

. Complete vs. partial clusters.

A complete clustering assigns every case of a data set to a cluster while a partial
clustering is used when some cases in a data set may not belong to well-defined
groups (e.g. they may represent outliers, or uninteresting issues).

Hierarchical vs. partitional clusters.

The goal of a cluster analysis is sometimes to arrange the cases or clusters

themselves into a natural hierarchy. This involves successively grouping them so
that at each level of the hierarchy, clusters (resp. cases) within the same group
(resp. cluster) are more similar to each other than those in different groups (resp.
clusters).

In figure 3, we can see that the two subclusters with components (a,e) and
(c) belong to cluster 1 while the other two subclusters composed of cases (f,b,d)
and (g) respectively belong to cluster 2. In other words, if a cluster has subclusters
we obtain a hierarchical clustering. We will say more about hierarchical clustering
later in this chapter.
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The opposite of hierarchical clustering is partitional clustering which is a
division of the set of data into exclusive clusters.

Figure 3. Hierarchical clusters.

Fundamental steps in cluster analysis
In principle, the basic steps in a clustering analysis are the following (8,12):

1. Selection of the appropriate variables on which cluster configuration will be based.
Note: The initial choice of variables determines the characteristics that can be used
to identify clusters; if important variables are excluded, poor or misleading findings
may result.

2. Selection of the appropriate cases to be included in the analysis.

Note: The clusters’ structure could be quite different among selected groups:
women vs. men, socioeconomic groups, life style, regions or countries.

3. Selection of the appropriate measures for calculation the distance or similarity

between objects.
Note: Distance is a measure of how different two objects are, while similarity is a
measure of their closeness. Objects which are alike share a low distance and a high
similarity. Selection of a distance/similarity measure should be based on both the
properties of the measure and on the algorithm for cluster formation.

4. Selection of the appropriate methods to be used for combining objects into clusters.
Note: Selection of a method depends on the data set to be analyzed, definition of
measure supplied to it and the characteristics of the various methods available.
Different methods will result in different cluster patterns.

5. Application of these methods.

6. Evaluation of the results.

Note: Basically this refers to:
o set up the number of clusters (if it is not known);
o test the clusters stability;
o test the validity of clusters (internal, relative and external validity).

7. Interpretation of the results (substantive interpretation of clusters).

In the following sections we will give a brief description to the main features of the
steps mentioned above.
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Assumptions regarding variables
In cluster analysis variables should be commensurable, which means that they must have
equal scales. Frequently in a data set we have to deal with the following situations:

o the variables are quantitative but have different scales (e.g. age, income, human
development index);

o the variables included in the analysis are mixed, in other words they have different
measurement levels: quantitative (e.g. age, weight, blood pressure), ordinal (e.g.
attitude scale: 1=strongly agree, 2=agree, 3=disagree, 4=strongly disagree),
nominal (e.g. types of health services, development areas);

o the occurrence of one variable depends on another variable (e.g. occupational level
depends on occupational status).

If variables are quantitative or ordinal and have different scales a transformation to
an equal scale is required. The most popular transformations are (12):
1. z - standardization ((a) theoretical (Equation 1) or (b) empirical (Equation 2)) —
transforms the values so that they have a mean of 0 and a standard deviation of 1:

Xij — Hj .
Zjj = a— Equation 1.
i

X, = values of case i invariable j
u, = mean value derived from the attributes of the scale and
o, = standard deviation derived from the attributes of the scale

j=——— Equation 2.

x, = values of case i in variable j
x, = empirical mean of variable j
s. = empirical standard deviation of variable j .

J

2. [0,1] - transformation ((a) theoretical (Equation 3) or (b) empirical (Equation
4)) - the procedure subtracts the minimum value from each item being
standardized and then divides by the range:

X — s
7. =9 J

i~ 5
Bi-a;

a
Equation 3.

X, = values of case i invariable j
a, = theoretical minimum of the scale
p, = theoretical maximum of the scale
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. .
ij = b —a. Equation 4.
i j
X, = values of case i invariable j
a, = empirical minimum of the scale

bj = empirical maximum of the scale

So, if the variables are quantitative or ordinal, the types of scales we have to deal with
take account of: continuous values, and resp. discret equidistant values or discret non-
equidistant values. For each of these scales we can compute the variables’ theoretical
mean and standard deviation according to the subsequent formula (13):

o for continuous values (Equations 5 and 6):

uj=(p;+a;)l2 Equation 5.
and
oj= Qi‘j +a; )/ 2.3 Equation 6.
o for discret equidistant values (Equations 7 and 8):
up=(Bj+a;)l2 Equation 7.

and

oj=,J(n;=1)(n; +1)/12 Equation 8.

N, = number of categories of variable j

o for discret non-equidistant values (Equations 9 and 10):
uj = (Zvjk )n; Equation 9.

and
oj= Z(VJK —up)?in; Equation 10.

n, = the number of categories of variable j

Vv, = scale value of category k of variable j
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The following alternatives are also available for transforming values:

e range -1 to 1 - each value for the item being standardized is divided by the
range of the values,

e maximum magnitude of 1 - the procedure divides each value for the item being
standardized by the maximum of the values,

e mean of 1 - the procedure divides each value for the item being standardized
by the mean of the values,

e standard deviation of 1 - the procedure divides each value for the variable or
case being standardized by the standard deviation of the values.
Note: Standardization can be done by variables or by case.

Another situation mentioned above concerns the case of mixed variables. In
this circumstance the following transformations can be approched:
o for binary variables (Equation 11):

= X Equation 11.

o for nominal variables (Equation 12):

Xijj (n)= {1/ J2 it Xij_ - Equation 12.
0 otherwise
o for ordinal and quantitative variables (Equations 13 and 14):
Xij =X I Equation 13.
or
Xij = (Xij - min(xj ))/ r Equation 14.
I = the range

The resulting variables have values between 0 and 1.
If transformation 1/r causes problems, a priory standardization of the
variables can overcome them.

Assumptions regarding data-missing values
In almost all databases we can find observations which have missing values in one or
more of the variables. The most common method of including missing values in
dissimilarity calculation is to omit each observation pair having at least one missing
value (listwise deletion) or a case is eliminated only if the number of missing values
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exceeds a certain threshold (pairwise deletion) (14). These methods can fail in the
circumstance when both observations have no measured values in common.

An alternative is to estimate missing values with imputation techniques. Both
observations could be imputed using the mean or median of each variable over the
non-missing data.

For categorical variables, the value “missing” can be considered as another
categorical value, if both objects have missing values on the same variables.

Distance and proximity measures

Fundamental to all clustering techniques is the choice of distance or dissimilarity
measure between two objects. We first discuss distance measures before describing a
variety of algorithms for clustering.

There are various measures that can be used to quantify similarity or dissimilarity
between objects (13). These measures can be classified in four main groups:
correlation coefficients;
distance measures;
derived measured based on correlation coefficients or distances;
other similarity or dissimilarity measures developed for special purposes, mainly
for binary variables.

ropNE

Note: Correlation coefficients and derived measures based on correlation coefficients
are mostly used for clustering variables while, distance measures and derived measures
based on distances are mostly used for clustering cases.

In most cases in cluster analysis we work with raw data, but sometimes we don’t
have them. However, the data available is characterized in terms of proximity between
pairs of cases (objects) (Example 1).

Patients from the same type of hospitals located in ten different Example 1.
counties are asked to judge by how much certain medical services
differ from one another. The patients are selected randomly from the
hospital database and asked to indicate their attitude toward each of
the 7 items that refers to the quality of health services. The attitude is
measured on a seven point Likert scale with the following response
categories: 1=very favorable, 2=moderately favorable, 3=slightly
favorable, 4=neither favorable nor unfavorable, 5=slightly
unfavorable, 6=moderately unfavorable, 7=very unfavorable.
Dissimilarities can then be computed by averaging over the collection
of such judgments. The results can be represented by a symmetric
matrix (dq) with nonnegative entries and zero diagonal elements,

nxn

where N represent the number of objects and d; the proximity

between cases i"and j*. This matrix is then provided as input to

clustering algorithm. Table 1 envisages the proximity matrix of the
imaginary situation presented above. Together with this cluster
analysis certain statistics are also recommended to be computed:
mean, percent of favorable, percent of unfavorable, percent of neutral,
standard deviation, etc.

Cluster Analysis

METHODS AND TOOLS IN PUBLIC HEALTH 223



Table 1. Proximity matrix of patients attitude: values are average pairwise dissimilarities of
counties from a questionnaire given to sampled patients.

- [ (a2} < Yo} (e} ~ [e0) D 8
2 2 2 2 2 2 2 2 2 2
c c c c c c c c o o
> > > > > > > > > >
Q Q Q o o Q Q Q Q Q
(&) O O O O o (&) O O O

Countyl 0

County2 5.27 0

County3 6.34 712 0

County4 342 382 492 0

County5 225 467 617 367 0

County6 6.17 692 450 567 4.23 0

County7 495 357 392 500 525 392 0

County8 6.33 267 481 224 300 452 583 0

County9 475 451 683 425 812 600 28 377 0

County10 700 500 608 302 458 502 576 642 6.92 0

In most of the studies, data are measurements for n cases on k variables. As
we know the popular clustering algorithms require the specification of a dissimilarity
matrix as their input. For this reason, before deciding the type of clustering algorithm
we have to construct the dissimilarity matrix (Equation 15):

k
D(x,%; )= Zdj (Xij lXi'j) Equation 15.
j=1

dj(xij,xi.j) = the distance between values of j" variable for cases i and i'.

These measures have to be calculated according to the measurement level of
variables: quantitative, ordinal, or categorical.

Quantitative variables

First we would like to remember that measurements of this type of variables are
represented by continuous real-valued numbers. Among the distance measures the
following ones are the most popular:

1. Euclidian distance (Equation 16):

d(x;.%; )= Z(Xij - Xi'j)2 Equation 16.

]

2. Squared Euclidian distance (Equation 17):
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d(x; % )= Z(Xij X )2 Equation 17.
J

Squared Euclidian distance places more weight on larger differences than smaller
Oones.

Note: (1) Euclidian distances are usually computed from raw data and not
from standardized ones. (2) They can be affected by differences in scale among the
dimensions from which the distances are computed.

3. City-block (Manhattan) distance (Equation 18):

d(x,% )= Z|Xij - Xi'J’| Equation 18.
J

4. Chebychev distance (Equation 19):

d(x,% )= mf‘>1xij - Xi'j| Equation 19.

Alternatively, for these types of variables clustering can be based on

correlation measures.
5. Pearson’s I' can be used as a similarity or correlation measure (Equation 20):

Z(Xij =X Xxi'j - )_(i')
p(% % )= J Equation 20.

\/Z(Xij —Xi)zzj:(xi'j —%

i

X, = value of case i invariable j,
X, = value of case i' in variable j,

X; =Zx”/p'
]

% =Y %, /p
i

If inputs are first standardized, then we can write (Equation 21):

Z(Xij —%; f =21~ p(x %)) Equation 21.
J

which imply that clustering based on correlation is equivalent to that based
on squared distance.

Cluster Analysis
METHODS AND TOOLS IN PUBLIC HEALTH 225




Ordinal variables

The values of this type of variables are represented as adjacent integers, and the
possible values are considered to be an ordered set (e.g. degrees of preferences or
agreement). Rank data are special kind of ordinal data.

The most common measures for ordinal data are:

o city block metric,
coefficient kappa for ordinal variables, and
correlation coefficients (Kendal’s tau or Gamma).

Categorical variables
In this case, the degree of difference between pairs of values must be delineated
explicitly.
For clustering variables the following measures can be used:

e Cramer’sV,

e Phi,

e Lambda, and

o other association coefficients.

If cases are clustered the following measures can be applied for nominal
variables:

¢ simple matching coefficient,

o coefficient kappa for nominal variables,
e city block metric, and

e squared Euclidian distances.

Binary variables
The measures for binary variables differ in the importance they attach to the
different cells of a 2x2 table as the one presented in Figure 4.

Case i

Present Absent

(Lor+) (Oor-)
Present b
(Lor+) =

Case i’

Absent d
or-) ¢

Figure 4. Elements of 2x2 table.
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Reading the table we find out that for “a@” variables both cases have value
“present”, for “d” variables both cases have value “absent”, for “b” and “c”
variables the cases have different values.

There are situations when we may want to weight the positive-positive cell
more or less than the negative-negative cell, we may want to weight equal
mismatches and matches cells or we may want to ignore one of them, etc. according
to the information they provide. In this context, for binary variables following
measures can be used (12,15):

1. Jaccard’s coefficient | (Equation 22):

(%, x:)=d/(2d +b+c) Equation 22.

2. Dice’s coefficient (Equation 23):

P(Xiixi')=2d /(2d +b+c) Equation 23.

3. Sokal&Sneath’s coefficient | (Equation 24):

p(x; % )=d/(d+2(b+c)) Equation 24,

4. Russel&Rao’s coefficient (Equation 25):

plx%)=d/(a+b+c+d) Equation 25.

5. Euclidian distance (Equation 26):

d(x,x )=+vb+c Equation 26.

Euclidian distance has a minimum value of 0 and no upper limit
6. Squared Euclidian distance (Equation 27):
d(x,x )=b+c Equation 27.
Squared Euclidian distance has a minimum value of 0 and no upper limit.

7. Lance and Williams (non-metric dissimilarity measure) (Equation 28):

d(x.,%)=(b+c)/(2a+b+c) Equation 28,
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Lance and Williams (non-metric dissimilarity measure) has a range of 0 to 1.
8. Pattern distance (Equation 29):

d(x;,% )=hc/(a+b+c+d)? Equation 29.
Pattern distance has a range of 0 to 1.

Mixed levels
Various methods have been developed to work with mixed measurement levels. One
of these methods is based on Gower’s dissimilarity coefficient (Equation 30):

Zwii'j i
din =t — Equation 30.
ii ZW" j q

d;, = dissimilarity between cases i and i’

W,; = weight for variable j

d,,; = dissimilarity between cases i and i' in variable j

or Gower’s similarity coefficient (Equation 31):

Zwii'j “Siirj

Y E— Equation 31.
i Zwii‘j

S.. = similarity between cases i and i'

W;,; = weight for variable j

S;; = similarity between cases i and i' invariable j

While squared Euclidian distance and city block metric can be computed for all
measurement levels they are often used as dissimilarity measures for Gower’s
coefficient. In each situation the weight is defined as the inverse value of the
maximum distance such as its highest value is 1.
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Clustering methods
Different clustering methods with different properties have been developed. A general
answer to the question “which technique should be used?”, cannot be given. The
answer depends on the data used and the analysed question.
An important distinction is the question whether “cases or variables should be
clustered?” and in this situation an answer can be provided.
Broadly speaking, we can identify three different general types of cluster
analysis algorithms (16):
o those based on a hierarchical attempt to discover cluster structure,
o those based on an attempt to find the optimal partition into a specified number of
clusters,
o those based on a probabilistic model for the underlying clusters.

In the following paragraphs we will give a brief discription to each of these
algorithms.
Different methods have been developed to cluster cases or variables which
result in two major types of assignments (17,18):
1. Deterministic:

o hierarchical algorithms  (divisive  hierarchical  algorithms,
agglomerative hierarchical algorithms) — according to this algorithm
we construct step by step a hierarchy or tree-like structure to see the
relationship among objects,

e non-hierarchical algorithms (K-means algorithms) — consistent with this
method a position in the measurement is taken as central location, and
distance between cases is measured from such central point (19).

2. Probabilistic:

e probabilistic algorithms — according to this method there is a
probability or a degree of membership with which the case belongs
to each of the cluster, such as in the example presented in Table 2
(e.g. case 1 belongs with a probability of 0.2 to cluster 1, with a
probability of 0.3 to cluster 2 and with a probability of 0.5 to cluster
3, we will see later in this chapter that ussualy, exclusive clusters are
required and for this reason the case is assigned to the cluster which
has the highest probability) (Example 2).

Table 2. Deterministic vs. probabilistic assignment of objects in cluster analysis.

Objects Cluster Deterministic assignment Probabilistic assignment
membership
Cluster  Cluster  Cluster  Cluster  Cluster  Cluster
1 2 3 1 2 3
1 3 0 0 1 0.2 0.3 0.5
2 3 0 0 1 0.3 0.0 0.7
3 1 1 0 0 0.8 0.2 0.0
4 2 0 1 0 0.3 0.5 0.2
5 1 1 0 0 0.7 0.1 0.2
6 2 0 1 0 0.2 0.6 0.2
7 2 0 1 0 0.0 0.9 0.1
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Periodically, the management team of hospital X conducts  Example 2.
interview surveys with persons who benefit of the hospital
assistance. The respondents are patients selected randomly from
the registration list. As part of the survey each patient is asked to
indicate her/his perception toward a battery of Likert-type items
regarding the quality and safety of health services provided by
the hospital (staff behavior and attitude, hospital facilities, etc.).
If the management team wants to analyze what services are alike,
they have to use methods for clustering variables (e.g.
agglomerative hierarchical algorithms). If they want to find out if
patients differ in their attitude and dissimilar patterns of
preference can be recognized, cases have to be clustered.
Theoretically all three algorithms mentioned above
(hierarchical, non-hierarchical, and probabilistic) can be used
for this purpose.

Note: (1) Hierarchical techniques may be used to cluster cases or variables while
K-means and probabilistic methods only to cluster cases. (2) Hierarchical algorithms can
be applied for small and moderate sample sizes. K-means algorithms require at least a
moderate sample size while probabilistic algorithms require large sample size.

Hierarchical algorithms
Hierarchical algorithms involve a concept of ordering motivated by the number of
observations that can be combined at a time or the assumption that the distance between
two observations or clusters is not statistically different from 0.

Hierarchical algorithms can be classified into divisive algorithms and
agglomerative algorithms (15,20,21).

Divisive methods start with the assumption that all objects are part of a single
cluster. The algorithm splits this large cluster step by step until each object is a separate
cluster.

Agglomerative methods start inversely, are bottom-up procedures, and ended when
all observations are combined in one cluster. Most common agglomerative methods are:

o single linkage (nearest neighbor approach) — The method works in the following
way: At the first step each cluster consists of one object. At next step we
agglomerate those two observations that have the shortest distance. A third
observation, which has the next least distance, is added to the two observation
cluster to create a third observation cluster or is combined with another observation
to form a two observation cluster. The clusters are combined step by step. In each
step those two clusters with the smallest dissimilarity or the highest similarity are
merged. Iteration continues until all objects are in one single cluster. Single linkage
leads to chaining and may result in too few large and heterogeneous clusters,

e complete linkage (furthest neighbor approach) — The method is similar to single
linkage except that this is based on maximum distance. This result in a very strong
definition of the homogeneity of clusters: The largest dissimilarity between all
objects of one cluster should be less than a certain value. The farthest neighbour of
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each object should have a distance less than a certain value. Complete linkage
results in dilatation and may produce too many clusters.

Note: Complete linkage and single linkage are extreme procedures with completely
different properties.

e average linkage within groups (within-groups linkage) is the mean distance
between all possible inter- or intra-cluster pairs. The method is based on the fact
that the average distance between all pairs in the resulting cluster is made to be as
small as possibile. This method is therefore appropriate when the research purpose
is homogeneity within clusters. This method try to avoid the effects mentioned
above (chaining and dilatation).

o centroid method. In this situation the distance between two clusters is determined
as the difference between centroids. Cluster to be merged is the one with the
smallest sum of Euclidean distances between cluster means for all variables,

e median method (incremental sum of squares method). This method is similar with
the centroid method but included weighting to control the differences in clusters
sizes. It also uses Euclidean distance as the proximity measure,

o  Ward’s method. This one is a method distinct from all other methods presented
above because it uses an analysis of variance approach to evaluate the distance
between clusters (it attempts to minimize the sum of squares of any two clusters).

All these methods differ in the way similarities or dissimilarities are re-computed
after two clusters are merged. The last three methods (centroid, median and Ward) have a
different approach based on two important assumptions:

1. there is a data file to work with (all other methods require only a dissimilarity or
similarity matrix that can be computed from a data file but that can be observed
directly too),

2. clusters can be described by their centres (means in the variables).

In these methods the centres are computed step by step based on minimization or
maximization of a certain criteria. Ward’s method minimises the within sum of squares,
the centroid method and median method select in each step those clusters whose centres
are closest. They differ in the way the centres are calculated. The methods are primarily
designed for clustering cases. The methods require squared Euclidean distances, in other
words are applied to interval-scaled variables or variables that can be treated as interval-
scaled and the distances are weighted implicitly. A larger distance in one variable has a
higher weight than small distances in many variables.

Evaluation of the results
The answer to the question “how many clusters we found?” is quite difficult
regardless the clustering method applied. No one of the methods usually do not result
in a unique solution.
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In most of the cases the number of clusters is determined on the basis of a
dendrogram (called also hierarchical tree diagram) by counting the humber of clusters
that combine objects at a convenient distance level (12).

Another frequently used method is the scree test. In this case a graphic is
constructed such as the x-axis contains the number of clusters, and the y-axis the
agglomeration levels. A sharp increase in the agglomeration schedule results in an elbow
knick.

Another important issue regarding the evaluation of the outcomes of a cluster
analysis concerns the stability of a cluster solution. Different methods can provide
different clusters. A cluster solution is said to be stable, if a small modification of the
method specified and the data used does not change the results too much. A stability
analysis of methods is usualy based on modifications of clustering techniques and
dissimilarity (resp. similarity) measure (22) (Example 3).

A common interest in epidemiological practice is to look for Example 3.
dissimilarities among geographical or economical regions regarding
a certain illness. Based on the data provided by World Health
Organization (WHO) database we apply hierarchical cluster
analysis to group countries for which standardized death rate on
diabetes is available. The data we are working with are from 2005,
for males of 0-64 ages. In this framework we apply three of the
methods discussed above (Ward method, single linkage and complete
linkage). Squared Euclidian distance is used as dissimilarity
measure. The outcomes are presented in Figures 5, 6 and 7.

Analysing the dendograms (Figures 5, 6 and 7) we see that
all three methods involved provide the same number of clusters
(seven) but moderatly different solutions.

The problem became more complex if beside standardized
death rate on diabetes we include in the analysis other variables
such as: total health expenditure as % of gross domestic product
(GDP), health at current prices (% of total household consumption
expenditure). In this situation standardization is requested (23).

An essential topic which should also be considered refers to the assessment of
clusters validity, more specific: internal, relative and external validity of the clusters.
The assumptions that has to be checked in the analysis of internal validity
are:
1. The clusters should be homogenous.
2. The clusters should be different in structure.
3. The classification should be able to explain the variation in the data.

The analysis of the relative validity implies the examination of the following
constraints (24,25):
4. The classification should be better than the null model that assumes no clusters
are present.
5. The classification should be better than other possible classifications.
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** * * HI ERARCHICAL CLUSTETR ANALYSIS***x *x
Dendrogram using Ward Method
Rescaled Distance Cluster Combine
CASE 0 5 10 15 20 25

Label Num +---—-==--= Fommm Fomm Fomm - e ettt +
Czech Republic 4 -+
Norway 17 -+

Latvia 13 -+

Romania 20 -+

Finland 6 -+
Ukraine 27 -+

Slovenia 24 ===+
Russian Federation 21 -+ I

Spain 25 -+ I

Belarus 2 -+ I

Iceland 9 -+ I

Luxembourg 15 -+ I

United Kingdom 28 -+ o +
Ireland 10 -+ I I
Greece 7 -+ I I
Croatia 3 -+ I I
Poland 18 -+ I I
Lithuania 14 -+ I I
Slovakia 23 —t-——+ I
Kazakhstan 11 -+ I
Estonia 5 -+ I
Malta 16 -+ I
Republic of Moldova 19 -+ I
Tajikistan 26 e m + I
Uzbekistan 29 -+ I I
Austria 1 -+ tom +
Kyrgyzstan 12 -+ I

Serbia 22 e +

Hungary 8 -+

Figure 5. Hierarchical cluster analysis based on Ward method.

According to Figure 5, using Ward method the solution is composed Example 3.
of the following seven clusters: Cont.
1. Cluster I: Greece, UK, Luxembourg, Ireland, Belarus,
Iceland, Spain, Russian Federation
2. Cluster IlI: Latvia, Romania, Norway, Czech Republic, Finland,
Ukraine, Slovenia

3. Cluster Ill: Kazakhstan, Lithuania, Slovakia, Poland,
Croatia

4. Cluster IV: Malta, Estonia, Republic of Moldova

5.  Cluster V: Austria, Kyrgyzstan, Serbia

6. Cluster VI: Hungary

7. Cluster VII: Tajikistan, Uzbekistan
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** * *HIERARCHICAL CLUSTER ANALYSIS* * *x *
Dendrogram using Single Linkage
Rescaled Distance Cluster Combine
CASE 0 5 10 15 20 25

Label Num +---———---— to———————= t-—————— o= Fm—m +
Czech Republic 4 -+
Norway 17 -+

Latvia 13 -+
Romania 20 -+

Finland 6 -+
Ukraine 27 -+

Slovenia 24 -+
Estonia 5 -+
Malta 16 -+

Croatia 3 -+

Poland 18 -+

Lithuania 14 -+

Slovakia 23 -+

Kazakhstan 11 —+-==+

Republic of Moldova 19 -+ I

Russian Federation 21 -+ I

Spain 25 -+ I

Belarus 2 -+ I

Iceland 9 -+ +-+

Luxembourg 15 -+ II

United Kingdom 28 -+ I1I

Ireland 10 -+ II

Greece 7 -+ It e +
Austria 1 -+ I1I I
Kyrgyzstan 12 —+--—+ I I
Serbia 22 -+ I I
Hungary 8§ - + I
Tajikistan 26 —=—=—=——= o +
Uzbekistan A +

Figure 6. Hierarchical cluster analysis based on single linkage method.

Analyzing the Figure 6 it can be seen that the single linkage method Example 3.
provided the folowing seven clusters solution: Cont.
1. Cluster I: Greece, UK, Luxembourg, Ireland, Belarus,
Iceland, Spain, Russian Federation
2. Cluster IlI: Latvia, Romania, Norway, Czech Republic,
Finland, Ukraine, Slovenia, Kazakhstan, Lithuania,
Slovakia, Poland, Croatia, Malta, Estonia
3. Cluster IlI: Republic of Moldova
4. Cluster IV: Austria, Kyrgyzstan, Serbia
5.  Cluster V: Hungary
6. Cluster VI: Tajikistan
7.  Cluster VII:Uzbekistan
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* * * *HIERARCHICAL CLUSTEHR ANALYS SIS * * *x *
Dendrogram using Complete Linkage
Rescaled Distance Cluster Combine
CASE 0 5 10 15 20 25

Label Num +---—-———-- t-——————— tm—— Fm—————— Fmm————— +
Czech Republic 4 -+
Norway 17 -+

Latvia 13 -+
Romania 20 -+

Finland 6 -+
Ukraine 27 -+

Slovenia 24 -+
Croatia 3 -+

Poland 18 -+

Lithuania 14 —t———t

Slovakia 23 -+ I
Kazakhstan 11 -+ I
Estonia 5 -+ I
Malta 16 -+ o +
Republic of Moldova 19 -+ I I
Russian Federation 21 -+ I I

Spain 25 -+ I I
Belarus 2 -+ I I

Iceland 9 —t-——t I

Luxembourg 15 -+ e e  aa e D L L e L et +
United Kingdom 28 -+ I I
Ireland 10 -+ I I
Greece 7 -+ I I
Austria 1 -+ I I
Kyrgyzstan 12 -+ I I
Serbia 22 B + I
Hungary 8 -+ I
Tajikistan 26 B e L e e e e +
Uzbekistan 29 -+

Figure 7. Hierarchical cluster analysis based on single linkage method.

Complete linkage method provided the folowing seven clusters Example 3.
solution: Cont.
1. Cluster I: Greece, UK, Luxembourg, Ireland, Belarus, Iceland, Spain,
Russian Federation

2. Cluster IlI: Latvia, Romania, Norway, Czech Republic,
Finland, Ukraine, Slovenia, Kazakhstan, Lithuania, Slovakia,
Poland, Croatia

Cluster I1I: Malta, Estonia, Republic of Moldova

Cluster IV: Austria, Kyrgyzstan, Serbia

Cluster V: Hungary

Cluster VI: Tajikistan

Cluster VII:Uzbekistan

No o s~w
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In the case of external validity it has to be analysed if the clusters correlate
with the external variables that are known to be correlated with the classification and
that are not used for clustering.

The last step but not less important in clustering analysis refers to the clusters
interpretability and in regard of this it has to considered that for a succeful analysis
clusters need to have a substantive interpretation (26).

K-means clustering
K-means clustering is a top-down procedure which belongs to a more general group
of clustering techniques known as partitioning or optimization methods.

The job in this type of clustering is to partition a data set into k disjoint sets of
objects such that the objects within each set are as homogeneous as possible.
Homogeneity is captured by an appropriate score function such as minimizing the
distance between each object and the centroid (average) of the cluster to which it is
assigned. Often the centroid belonging to a cluster is considered to be a representative
point for that cluster, and there is no explicit statement of what sort of shape of cluster
is being sought. Maximizing (or minimizing) the score function is a computationally
search problem. Iterative algorithms based on local search are particularly common
for cluster analysis (27).

The general idea in this type of clustering is to start with a randomly chosen
clustering of the objects, then to reassign objects so as to give the greatest increase (or
decrease) in the score function, then to recalculate the updated cluster centers, to
reassign points again, and so forth until there is no change in the score function or in
the cluster memberships.

This approach has the advantage of being simple and guaranteeing at least a
local maximum (minimum) of the score function. The major drawback of the search
algorithms is that we do not know how good the clustering that it converges to is
relative to the best possible clustering of the data (the global optimum for the score
function being used).

The classical iterative algorithm used to find the optimal partition is called k —
means clustering, which has close connection to the EM algorithm, about which we
will talk later. In this case, we have to fix in advance the number of clusters we
require (this is typical problem of many clustering algorithms). The number of
clusters is represented by parameter k.

There are several variants of the k -means algorithm (19). The first step of the basic
version involves the chosen at random of k objects to represent initial cluster centers. In
the next step all objects are assigned to the nearest cluster center according to Euclidean
distance, the mean value of the objects in each cluster is computed to form its new cluster
center, and iteration continues until there are no changes in the clusters.

When the number of clusters cannot be specified in advance, we can apply an
incremental clustering method based on a hierarchical grouping of objects which use
a measure of cluster quality or, a statistical clustering method based on a mixture
model of different probability distributions, one for each cluster (28,29).

Suppose we are using k -means but do not know the number of clusters in
advance. A solution is to test different possibilities and see which is best, which one
minimizes the total squared distance of all objects to their cluster center. In this
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context, a possible strategy is to start from a given minimum, k=1, and worked up to a
small fixed maximum, using cross-validation to find the best value. Another strategy
is to begin by finding few clusters and determining whether it is worth splitting them.
Suppose k=2, perform k -means clustering until it terminates, and then consider
splitting each cluster.

One way to split a cluster is to make two new seeds: a seed one standard
deviation away from the clusters center in the direction of its greatest variation, and
the other seed the same distance in the opposite direction. Next apply k -means to the
points in the cluster with these two new seeds. If the split can be retained, try splitting
each cluster further. The process continues until no splits remain.

Partition-based methods of cluster analysis begin with a specified number of
clusters and search through possible allocations of objects to clusters to find an
allocation that optimizes some clustering score function. A large variety of score
functions can be used to determine the quality of clustering and a wide range of
algorithms has been developed to search for a good partition.

In the following section we will present some basic features of score functions.

Score functions
In order to define the clustering score function we need to look at within cluster
variation and between cluster variation of a clustering C.
The within cluster variation measures how compact the clusters are, while the
between cluster variation looks at the distances between different clusters.
Suppose that we have selected cluster centers, noted r_, from each cluster.

This can be a designated representative data point (object) that is defined to be
"central” in some manner. If the input objects belong to a space where means have
sense, we can use the centroid of the objects in the cluster C, as the cluster center and

r., will be defined by formula (Equation 32):
h=—2X Equation 32.
Ny xeCy

= the number of objects in the k™ cluster.

Within cluster variation can be defined as the sum of square of distances from
each point to the center of the cluster (Equation 33):

K
within _c(C anthm c(C)=)_ Zd x,n f Equation 33.

k=1 k=1 x(i JeC,

d(x,r, ) = Euclidian distance
within _¢(C) = the within-cluster sum-of-squares
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Between clusters variation can be defined by the distance between cluster
centers (Equation 34):

2
between c(C)= Zd(l’,— ,fk) Equation 34.
1< j<k<K

In this framework, the score function of a clustering C can then be defined as a
monotone combination of the factors within _c(C) and between_c(C), such as the

ratio between _c(C) / within _c(C) .

The K - means algorithm, uses the means within each group as cluster centers
and Euclidean distance for d to search for the clustering that minimizes the within
cluster variation.

If we are given a candidate clustering, it is important to know how difficult is it
to evaluate within _c(C) and between c(C) . Computing within _c(C) takes O(n)

operations, while between c(C)can be computed in O(k?) operations. Hence,

computing a score function for a single clustering requires a pass through the whole
data.

Stability analysis
After we get the clusters based on the algortithm described above we have to proceed
with a stability analysis. In K-means clustering the idea of stability analysis is to
check, whether modifications of methods or data have a negative effect on the results.
In contrast to hierarchical methods, the technique and the distance measure
(squared Euclidean distances) are fixed for k-means, in other words they cannot be
modified. In this case, the only thing which is not fixed is the starting partition.
Therefore, the stability of the results can be tested by modifying the starting
partitions. Having in view this aim, the following strategies can be applied:
o generate different random starting partitions, if random starting values are
used,
e re-order the cases,
e change the starting values, if centers are entered or computed using a
hierarchical technique,
o use different starting procedures (e.g. randomly generated starting values),
o if aclassification is stable, the starting procedure should have no influence.

Regarding the data stability, both cases and variables can be analyzed. In this
framework cases stability can be verified considering the subsequent steps:
o divide the data set in M sub-datasets,
o run for each sub-dataset k-means and save the cluster centres, and
e compare the cluster centres.
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M is usually set equal to 2. This method only allows comparing cluster centers.
If classifications are to be compared, the strategy has to be modified in the following
way:

o divide the population in M (usually M = 2) subpopulations,

e use one subpopulation as reference population and compute the cluster centres
for this reference population,

e run two cluster analysis for the other subpopulation: an ‘ordinary’ k-means
analysis and a 'confirmatory' k- means analysis with fixed centres. Use the
centres of the solution of the previous step, and

e compute an index to compare the classifications within each subpupolation
analysed above (e.g. Rand index ).

Variables stability can be tested by adding randomly distributed variables.

Instead of testing stability attempts have been made to change the algorithm in
order to find a more robust classification, a best solution or to compute a partition of
partitions.

Experience proves that a more robust classification can be obtained using the
following methods:

o eliminating outliers in a first stage (the outliers may be assigned to clusters in

the next stage) (30,31),

e using the city block metric instead of squared Euclidean distances, because it is
less sensitive towards outliers, and

e weighting variables automatically according to their contribution to separate
the clusters.

In this way, variables with a high proportion of random noise should be eliminated
from analysis.

Note: k-means cluster analysis is very sensitive to outliers and is recommended
to remove them before starting the analysis.

Two-step clustering
Two-step clustering is a method preferred for large data sets and when categorical
variables with three or more levels are involved. The algorithm follows the
subsequent steps:
1. Pre-clusters are identified.
2. The pre-clusters identified in the first step are treated as single cases and
clustered hierarchical.

Note: k-means cluster analysis and two-stage cluster analysis usually generate
different solutions.

Probabilistic clustering
In the case of probabilistic clustering the problems of k-means clustering are avoided:
e the problem of incommensurability does not occur — variables of different
measurement levels and different scale units can be analysed without any
transformation of the variables.
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e each case is assigned probabilistic to a cluster — usually to the cluster from
which it is most likely to have come.

e the model has a statistical basis (the typically score function is likelihood of
the data).

From a probabilistic perspective the goal of clustering is to find the most likely
set of clusters given the data. The foundation for statistical clustering is a statistical
model called finite mixture.

Finite mixture
A mixture is a set of k probability distributions, representing k clusters that govern
the variables values for members of those clusters.

Each distribution gives the probability that a particular case would have a
certain set of variables values if it were known to be a member of that cluster. Each
cluster has a different distribution. Any particular case belongs to one and only one of
the clusters, but it is not known which one. In the end the clusters are not equally
likely (32).

The simplest finite mixture situation occurs when there is only one numeric
variable, which has a normal distribution for each cluster, with different means and
variances. The clustering problem is to take a set of objects and a specified number of
clusters and work out each cluster mean and variance and the population distribution
between the clusters. The mixture model combines several normal distributions and
its probability density function looks like a “mountain range with a peak for each
component” (29).

Suppose we have three clusters A, B and C and each has a normal distribution
with means and standard deviations: x, and o, for cluster A, 1z, and o, for cluster

B, . and o, for cluster C. Samples are taken from these normal distributions using
cluster A with probability p,, cluster B with probability p, and, cluster C with
probability p. such as p, +p, +p. =1. We also suppose that we have a set of

objects and want to determine the parameters that characterize the model. If we knew
which of the three distributions each object (case) came from, the finding of the
parameters is easy, the only thing we have to do is to estimate the mean and standard
deviation for the three clusters separately, using the clasical formulas (Equations 35
and 36):

o for the mean:

XXy X,
n

Equation 35.

o for the standard deviation:

o2 = (g — 1)’ + (6 = o) + oot %y — 1) Equation 36.
n-1
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If we knew the parameters finding the probabilities that a given object comes
from each distribution would be easy. Given an object x the probability that it
belongs to cluster A is given by formula (Equation 37):

Pr[AIx] = %[XP]JA—| Equation 37.

The final result of the method is not a particular cluster but rather the
probabilities with which case x belongs to cluster A, B and C.

Expectation maximization algorithm
The general objective of the expectation maximization (EM) algorithm is to discover
clusters in observations (or variables) and to assign those observations to the clusters.
An application for this type of analysis is marketing segmentation - a marketing
research study in which a number of consumer behaviors related variables are
measured for a large sample of respondents. The purpose of the study is to detect
groups of customers that are similar to each other when compared to respondents that
"belong to™ other clusters. In addition to identifying such clusters, it is also interesting
to determine how the clusters are different, to determine the specific variables or
dimensions that vary and how they vary in regard to members in different clusters
(32,33).

While the k-means clustering refers to the fact that given a fixed number of k
clusters observations are assigned to those clusters so that the means across clusters
(for all variables) are as different from each other as possible, the EM algorithm
extends this approach to clustering in two significant ways:

1. Instead of assigning cases or observations to clusters to maximize the
differences in means for continuous variables, the EM clustering algorithm
computes probabilities of cluster memberships based on one or more
probability distributions. In this situation the goal of the clustering algorithm is
to maximize the overall probability of the data, given the (final) clusters.

2. Unlike the classic implementation of k-means clustering, the general EM
algorithm can be applied to both continuous and categorical variables .

The basic approach and logic of this clustering method is as follows: suppose
we measure a single continuous variable in a large sample of observations and that the
sample consists of two clusters of observations with different means and standard
deviations. The goal of EM clustering is to estimate the means and standard
deviations for each cluster so as to maximize the likelihood of the observed data.

The results of EM clustering are different from those computed by k-means
clustering. The latter will assign observations to clusters to maximize the distances
between clusters. The EM algorithm does not compute actual assignments of
observations to clusters, but classification probabilities.
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Finding the right number of clusters in k-Means and EM

clustering: v-fold cross-validation
An important question that needs to be answered before applying the k-means or EM
clustering algorithms is how many clusters there are in the data. This is not known a
priori and there is no unique answer.

An estimate of k can be obtained from the data using the method of cross-
validation. Remember that the k-means and EM methods will determine cluster
solutions for a particular user-defined number of clusters. The k-means and EM
clustering techniques can be optimized and enhanced for typical applications in data
mining (13).

To determine k we can use v-fold cross-validation algorithm for automatically
determining the number of clusters in the data (34).

This algorithm is useful in all general "pattern-recognition™ tasks - to determine
the number of market segments in a marketing research study, the number of distinct
spending patterns in studies of consumer behavior, the number of clusters of different
medical symptoms, the number of weather patterns in meteorological research, etc.

The general idea of the method is to divide the overall sample into a number of
v folds. The same type of analysis is then successively applied to the observations
belonging to the training sample, and the results of the analyses are applied to sample
v to compute some index of predictive validity. The results for the v replications are
aggregated to yield a single measure of the stability of the respective model.

Software Products
Through a large variaty of software packages available for developing cluster
analysis, the most popular are: SPSS, CLUSTAN, ALMO, WEKA.

EXERCISE

Task 1
What role does variable and data selection play in cluster analysis? Please give a solid
argumentation of your answer. Provide examples.

Task 2

Is standardization needed in cluster analysis? Why? Please give a solid argumentation
of your answer. Provide examples.

Task 3

How can we use clustering methods to identifying the outliers in a dataset?

Task 4
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What happens if in cluster analysis, distance measure is replaced by similarity
measure?

Task 5
What is the most important problem with non-hierarchical algorithms?

Task 6
List the factors that affect the stability of clustering solution. Select three of them and
propose a method that drives to the right solution.
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Learning objectives

After completing this module students should:

know the characteristics and use of global (total/absolute) risk;

be familiar with different methods of total risk assessment (TRA);

understand the advantages and disadvantages of TRA,

be familiar with the specific implementation of TRA for chronic non-

communicable disease prevention and treatment;

e Dbe aware of European populations’ specificities and recommendations for
TRA for one case, for example of cardiovascular diseases;

e be able to analyse the results from TRA and consider it in health
planning and management.

Abstract

During the last decades the field of risk analysis has grown rapidly, focusing
on the identification and quantification of threats to human health called risk
assessment. Different health risks act jointly and various risk factors interact
to cause certain outcome (i.e. death). The causal web model of disease
causation has been developed, reflecting the fact that risk factors often
increase not only the risk of disease, but also levels of other risk factors. It is
the combination and interaction of multiple causes that determines the
absolute risk of an individual. The concept of TRA has been introduced, as a
measure. TRA for a certain disease is essential for clinical practice as well as
for public health policy. The individual TRA and the following risk
stratification of a population appear to be relatively simple and cost-effective.

Teaching methods

An introductory lecture gives the students first insight in characteristics of
TRA. Case studies are presented. Students are asked to find other published
materials, analyze and compare them through individual and group work.

Specific e work under teacher supervision/individual students’ work proportion:
recommendations 20%/80%;
for teachers o facilities: a lecture room, a computer room;

e equipment: computers, LCD projection, access to the Internet and

bibliographic data-bases;

e training materials: recommended readings or other related readings;

o target audience: master degree students according to Bologna scheme.
Assessment of Design and presentation of a Model for epidemiological study, involving
students TRA.
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TOTAL RISK ASSESSMENT
Mariana Dyakova, Emilia Karaslavova, Hristo Mateev

THEORETICAL BACKGROUND

Assessing health risks
Preventing death, disease, and injury requires systematic assessment and reduction of
their causes e.g. focusing on risks to health. During the last several decades the interest
in health determinants and their risk factors has intensified, included new perspectives
and faced new challenges. The field of risk analysis has grown rapidly, focusing on the
identification, quantification and characterization of threats to human health and the
environment — a set of activities broadly called risk assessment (1). While a very long
interest in comparing risks posed by different threats to health has existed, formal
frameworks have been developed relatively recently. Governments, ensuring overall
population health, need information from risk assessments that are comprehensive,
reliable, relevant and timely. However, such information, which is crucial to
prioritization, is typically limited. Many aspects are relevant in prioritizing strategies to
prevent / reduce risks to health (1): the extent of the threat posed by different risk
factors, the availability of cost-effective interventions, and societal values and
preferences are particularly important. Still most of the scientific efforts and healthcare
resources are directed towards treating disease - the “rule of rescue” still dominates (2),
while assessments of risk factors estimate the potential of prevention.

An effective risk assessment should have a well-defined scope, which depends
on the purpose of the analysis, as the range of risks to health is almost limitless. In
order to get the necessary comprehensive, consistent and applicable data from a risk
assessment study and provide policy-relevant information, a number of issues should
be considered (1):

1. Risks need to be identified and studied comprehensively irrespective of factors
such as their place in a causal chain or the methods used for their analysis.

2. Risks to health do not occur in isolation. The chain of events leading to an
adverse health outcome includes both proximal and distal causes. Research
into the different levels of risks should be seen as complementary.

3. Understanding risk factors requires contributions from different areas of health
impact: environmental, communicable, noncommunicable, injury etc as well as
different intellectual and scientific tools and methods.

4. Many risks to health are widely distributed in the population, with individuals
differing in the extent of their risk rather than whether they are at risk or not.
Binary categorization into “exposed” and “unexposed” substantially
underestimate the importance of continuous risk factor - disease relationships.

5. The impact of each risk factor should be assessed in terms of a “common
currency” that incorporates loss of quality of life as well as loss of life years.

6. Risk factor does have a negative connotation, but ideally a risk assessment
should include a range of protective as well as hazardous risk factors.

7. In recent years, a life-course approach to the study of health and illness has
been widely accepted, which suggests that exposure to disadvantageous
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experiences and environments accumulates throughout life and increases the
risk of illness and premature death (3).

8. It is important in any risk assessment to review quantitatively the best
available evidence for both “definite” and “probable” risks. Estimation of the
potential impact of a health hazard can never wait until perfect data are
available, since that is unlikely to occur.

9. Timeliness is essential. We should not rely on assertions of uncertainty or
certainty when, in fact, there are different degrees of uncertainty and
disagreement about tolerable thresholds.

10. Risk assessments to date have typically used only attributable risk estimates,
basically addressing the question “what proportion of current burden is caused
by the accumulated effects of all prior exposure?” However, often a more
policy - relevant question is “what are the likely future effects of partial
removal of current exposure?” Two key developments are therefore needed: an
explicit focus on future effects and on less-than-complete risk factor changes.

Multifactorial causality and total risk assessment

Different risks to health act jointly and various risk factors interact to cause certain
outcome (death, disease or injury) — “a multiple causality of disease” (4). The chain
of events, leading to a specific (adverse) outcome, includes proximal (direct) and
distal (indirect) factors, as well as a number of intermediate ones. The impact of a
single risk factor is often summarized as the proportion of disease caused by, or
attributable to, that risk factor. When several risks (risk factors) affect the same
disease or injury outcome, then the net effect can be less or more than the sum of their
separate effects (i.e. more than 100%). The size of these joint effects depends
principally on the amount of prevalence overlap and the biological effects of joint
exposures (4). Separate estimation of the effects of individual risk factors does not
typically take into account the effect of changes on the levels of other risk factors.
Thus the “causal web model of disease causation” has been developed, reflecting the
fact that risk factors often increase not only the risk of disease, but also levels of other
risk factors.

It is the combination and interaction of multiple causes that determines the
absolute risk of an individual, i.e. the probability of event (disease) occurrence in a
defined period of time. The absolute risk approach (5):

e is counter-intuitive: e.g. benefit from lowering blood pressure does not depend

(mainly) on level of blood pressure;

o differs from ‘threshold’ approaches of the past. It recommends that terms
implying thresholds, such as ‘hypertension’ and ‘hypercholesterolaemia’
should be abandoned.

By a simple process of aggregation the same logic can be applied at a population
level: in populations at high (average) absolute risk of a disease, all reversible risk
factors should be lowered, and not because their risk factor levels are higher, but
because the benefits of lowering them will be greater (6). Thus the absolute risk
approach is to be more extensively applied at both an individual (clinical) and
population (public health) level.
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The concept of “global/total risk” assessment has been introduced, as a
measure for individual, respectively population absolute risk. Total (global, absolute)
risk assessment for a certain disease is essential for clinical practice as well as for
public health policy, as multiple risk factors confer greater risk than the sum of their
components (5,6).

Multicausality and total (absolute) risk assessment have important implications
for prevention. The individual total (global) risk assessment and the following risk
stratification of a population (in low, moderate and high risk groups) appear to be
relatively simple and cost-effective. On individual level it could be very effective for
outcome prognosis and setting treatment objectives. On population level it offers
opportunities to tailor prevention. The key message of multicausality is that different
sets of interventions can produce the same goal, with the choice of intervention being
determined by such considerations as cost, availability and preferences. Thus,
prevention should not wait until further causes are elucidated as in the close future we
will not know all the causes of disease, or how to avoid the entire disease burden
attributable to genetic causes. Nonetheless, multicausality means that in many cases
considerable gains can be achieved by reducing the risks to health that are already
known (1).

Total risk assessment of chronic non-communicable diseases

It is already clear that all known to men diseases have a multifactorial causation. For
an infectious disease development, not only the contact with a contagious agent
(bacteria, virus etc) is important, but also its quantity and distribution in the
surrounding environment, the susceptibility of the organism, the duration of exposure
etc. However, usually the most effective and efficient way for communicable disease
prevention is interruption of the multicausal chain at the level of agent transmission,
e.g. treatment of the infected individuals (fig 1). Obviously this is not the case when
non-communicable diseases are concerned. Example for a causal web model of a
chronic non-infectious disease can be illustared also by the model, given in fig 1:
distal socioeconomic causes include income, education, occupation, all of which
affect levels of proximal factors such as inactivity, diet, tobacco use and alcohol
intake; these interact with physiological and pathophysiological causes, such as blood
pressure, cholesterol levels and glucose metabolism, to cause cardiovascular disease
(CVD) such as coronary heart disease (CHD) or stroke. The sequelae include death or
disability, such as angina or hemiplegia. Thus, prevention of non-communicable
diseases appears to be effective when:

e as much as possible risk factors have been identified and modified (reduced);

e itistimely, e.g. realized as early as possible, as usually these diseases (or their
preceding stages) have silent, long-term development before any measurable
symptoms appear; and

o risk factor reduction is as complete as possible (smoking cessation, blood
pressure control etc) and as long in life-course as possible (weight loss,
everyday physical activity etc).

The proportion of a chronic disease risk that is attributable to a given exposure
or risk factor is the proportion that would be avoided if lifetime exposure had been at
a more favourable specified level (5,6). For binary harmful exposures such as

Total Risk Assessment

248 METHODS AND TOOLS IN PUBLIC HEALTH



cigarette smoking, the attributable disease burden in the population is estimated by
comparing the actual burden with what would be expected in an ‘unexposed’ (non-
smoking) population. However, for many important risk factors, zero exposure is not
meaningful — e.g. blood pressure, blood cholesterol concentration, adiposity etc. In
these cases it is necessary to be explicit about the level (or distribution) of the risk
factors with which the effects of the current levels (or distributions) are to be
compared. That comparison level is referred to as the counterfactual level.
Counterfactual exposure distributions can be more or less extreme in the contrast they
provide with the actual distribution of exposure. The most extreme in the Burden of
Disease approach is that distribution of a risk factor which confers theoretical
minimum risk, i.e. “theoretical-minimum-risk exposure distribution” (7).

Distal Proximal Physiological and
socioeconomic causes pathophysiological Outcomes Sequelae
causes causes

Y Y
Prevention Treatment®

~_

Figure 1. Causal chains of exposure leading to disease. Source: World Health Organization.
World Health Report, 2002 (1). LEGEND: a = treatment of infectious disease can
lead to prevention of further cases if it interrupts transmission.

The case of cardiovascular diseases total risk assessment
Estimating the global (absolute) risk for cardiovascular diseases (CVD) is a typical
and most widely discussed case of total risk assessment of non-communicable
diseases. They are also perfect example for multifactorial diseases, where a vast
number of known and still obscure risk factors act together. The CVD multicausal
web has been extensively studied through the years and lots of the risk factors’
interactions and attributable burdens have been identified. The contribution of Law
and Wald to understanding of how absolute risks of vascular disease should be
managed in individuals is presented in the following statements (8,9):
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1. Risk on a logarithmic (proportional) scale tends to be related linearly to the
levels of continuously distributed risk factors (such as blood pressure and
blood cholesterol concentration). This means, for example, that constant
absolute differences in the risk factor produce constant proportional changes in
risk, e.g. a 5 mmHg reduction in systolic blood pressure makes a constant
percentage reduction in the risk of heart attack irrespective of the level of the
blood pressure.

2. Optimal values for vascular risk factors are well below current levels, so
virtually everyone could benefit from lower values.

3. Many of the most important determinants of absolute risk are not modifiable,
e.g. age, sex and past history of a heart attack or stroke.

The implications of 1, 2 and 3 are that the intensity of efforts to reduce risk
should depend mainly on the absolute level of risk and not on the level of particular
risk factors. In individuals at high absolute risk (from whatever cause) all reversible
risk factors should be lowered (9) — that is the absolute risk approach. This again can
be extrapolated to population level: in populations at high (average) absolute risk of
CVD, all reversible risk factors should be lowered, and not because their risk factor
levels are high, but because the benefits of lowering them will be greater.

Historically, patients have been assessed and treated, according to the presence
or absence of a particular risk factor, such as hypertension, obesity, diabetes etc.
However logic this approach seems to be, it eventually results in two unfavourable
consequences: first, patients with low absolute (total) cardiovascular risk are
subjected to long-term (sometimes life-long) drug treatment, and second, patients
with high absolute (total) cardiovascular risk (but no explicitly high level of any
single risk factor) are left untreated. Another very important disadvantage of the
single-risk approach to CVD is that is, in most cases, not cost-effective and thus it is
inappropriate for low- and middle-resource settings.

As it was mentioned above, any government is aiming at achieving the best
possible health results for most of the population. In this aspect, the total (absolute)
risk approach for CVD prevention, especially applied on population level appears to
be most relevant. So, current recommendations on the prevention of coronary heart
disease in clinical practice stress the need to base intervention on an assessment of
the individual's total burden of risk rather than on the level of any particular risk
factor.

Models (scores) of total risk assessment for CVD
The first model of a global (total) individual cardiovascular risk and its estimation is
published in 1991. This coronary prediction algorithm is based on the famous
Framingham Heart Study (10,11), a long-term cohort study, started in 1948. It
followed 5,209 adults (ages 30—62) from Framingham, Massachusetts, USA who had
not yet developed overt symptoms of cardiovascular disease and who had not suffered
a heart attack or stroke. In 1971 the study enrolled a second-generation group to
participate in similar examinations. It consisted of 5,124 of the original participants'
adult children and their spouses. The second study was named the Framingham
Offspring Study. In 2002, recruitment began for a third generation of participants —
the children of the 1971 study group. The first phase of this Third Generation Study
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was completed in 2005, with 4,095 participants. The initially proposed formula has
been developed and periodically innovated, using the continuously coming data from
the Framingham Heart Study and its extension - the Framingham Offspring Study
(12). The proposed risk function estimates the probability for development of
coronary heart disease (CHD) - myocardial infarction, angina pectoris, coronary
insufficiency and coronary death over the course of 10 years. Separate score sheets
are used for men and women and the factors used to estimate risk include age, blood
cholesterol (or LDL cholesterol), HDL cholesterol, blood pressure, cigarette smoking,
and diabetes mellitus. Relative risk for CHD is estimated by comparison to low risk
Framingham participants. In addition to score sheets for men and women, a sample
score sheet is provided to illustrate how they can be used. The high risk is considered
over 20% (10).

European populations have also been affected by the CVD epidemic, mostly
Scandinavian countries (13) as well as Central and Eastern European countries (14),
especially in the last decades (15,16). Initially the Framingham Heart Study data have
been used as a source for several European risk prediction systems (17-19). They
have been incorporated into numerous guidelines and served as a model for the
development of Recommendations for coronary heart disease prevention in clinical
practice by the European Societies on coronary prevention - the First and the Second
Joint Task Force (20-22). However, a number of European studies revealed
unambiguously that risk calculators, based on the Framingham formula overestimate
the total cardiovascular risk in most European populations. That was firstly found for
France, Italy and other Mediterranean countries, considered to have lower coronary
heart disease rates and mortality (23,24). Afterwords it was also confirmed for “high
coronary heart disease rate” countries, such as Germany, UK and even Scandinavian
countries (25-27). Two major German cohort studies - MONICA Augsburg and
PROCAM (Prospective Cardiovascular Miinster Study) were especially conclusive
for that (25). The specificities and limitations of the Framingham total risk calculator
and its European variation as well as its disadvantages for implementation in
principally all European populations may be summarized as follow (28-31):

1. The risk estimating Framingham score sheets are only for persons without
known heart disease.

2. The Framingham Heart Study risk algorithm encompasses only coronary heart
disease, not other heart and vascular diseases.

3. The Framingham Heart Study population is a relatively small cohort, almost
all Caucasian. The Framingham risk algorithm may not fit other populations.

4. For some of the sex-age groups in Framingham, the numbers of events are
quite small. Therefore, the estimates of risk for those groups may lack
precision.

5. The Framingham risk score estimates the risk of developing CHD within a 10-
year time period. This risk score may not adequately reflect the long-term or
lifetime CHD risk of young adults, which is: one in two for men and one in
three for women.

6. The presence of any CHD risk factor requires appropriate attention because a
single risk factor may confer a high risk for CHD in the long run, even if the
10-year risk does not appear to be high.
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7. The Framingham algorithm does not include important risk factors as family
(genetic) predisposition, body mass weight (BMI), and social status.

8. Since age is a prominent determinant of the CHD risk score, the 10-year
hazards of CHD are, on average, high in older persons. This may over-identify
candidates for aggressive interventions. Relative risk estimates (risk in
comparison with low risk individuals) may be more useful than absolute risk
estimates in the elderly.

9. The applicability of a risk function derived from US data to European
populations is highly questionable, as it clearly overestimates absolute risk in
countries with lower coronary heart disease rates as well as in those with high
coronary heart disease risk.

10. The definition of nonfatal end-points used in the Framingham Study (10)
differs from definitions used in most other cohort studies, and from endpoints
used in clinical trials. It includes, in addition to non-fatal myocardial
infarction, new onset angina and coronary insufficiency (i.e. unstable angina),
making it difficult to validate the function with data from other cohort studies,
and difficult to relate to the results of therapeutic trials.

11. There is a considerable difficulty in using local data to adjust the model for use
in individual European countries.

12. The score derived from this algorithm should not be used in place of a medical
examination.

13. The statistical estimations, based on the Framingham cohort, represent and are
predictive for the high cardiovascular risk in USA during the 70-ies and 80-ies
of the 20th century. As at present CVD is declining in most developed
economies, this calculator tends to overestimate the up-to-date CVD total risk.

In the course of these findings a rigorous research started out and a number of
absolute risk prediction scores, derived from nationally or regionally conducted
epidemiological studies, were developed. One of the first and most widely used
European based total risk prediction algorithms was PROCAM, named after the
extensive German “PROspective CArdiovascular Miinster (PROCAM) study®, started
in 1978 (32,33). The results from the following PRIME study (Prospective
Epidemiological Study of Myocardial Infarction) showed that both Framingham and
PROCSM risk calculators overestimate the absulure cardiovascular risk in some
European populations (e.g. in UK and France) and recommended the elaboration of a
separate national risk prediction charts, taking into consideration the specific
cardiovascular risk factor burden in the targeted population (34). Such algorithms
(scores) were published for the UK: separately for England - QRISK (Cardiovascular
disease risk score for the United Kingdom: prospective open cohort study ( (35) and
Schtland - ASSIGN, based on the SHHEC study (Scottish Heart Health Extended
Cohort) (36), and West of Scotland Coronary Prevention Study (37). The last one
included also the impact of socio-economic status in the total risk prediction equation.
Accordingly, the European Society of Cardiology and the Second Joint Task Force
instigated the development of a risk estimation system based on a large pool of
representative European data sets that would capture the regional variation in risk.
This led to the establishment of the SCORE (Systematic COronary Risk Evaluation)
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project as a European Concerted Action project funded under the European Union
BIOMED programme (31).

The SCORE project was initiated to develop a risk scoring system for use in
the clinical management of cardiovascular risk in European clinical practice, in
liaison with the Third Joint Task Force (38). This is being done in three phases (31):

1. First, the development of simple paper-based risk charts for high-risk and low-
risk European populations;

2. Second, the development of methods for creating national or regional risk
charts based on published mortality data; and

3. Third, the integration of risk estimation into a computer-based risk factor
management application.

Characteristics, new aspects and advantages of the SCORE

calculator
The SCORE project pooled data from cohort studies from 12 European countries
(31,39). Most cohorts were population-based, though some occupational cohorts were
included to increase representation of regions of lower risk. Subjects were excluded
from the development of the risk chart if they had a previous history of heart attack.

Features of the SCORE method
Features of the SCORE method are as follows:

1. First and most important feature of the SCORE method is that it is estimating
total cardiovascular risk rather than risk of coronary heart disease. This
represents a shift from the traditional epidemiological concern with the causes
of specific diseases to a public health perspective which focuses on the
consequences of risk factors. By calculating total cardiovascular risk, a better
estimate of individual CVD risk is acheived and also a better reflection of the
health service implications of cardiovascular risk factors. Non-coronary
cardiovascular disease is important because it represents a greater proportion
of all cardiovascular risk in European regions with low rates of coronary heart
disease

2. The SCORE project shift the emphasis in risk estimation to fatal
cardiovascular disease events only, instead of combined fatal and non-fatal
events. There is no doubt that both patients and physicians are as interested in
non-fatal as in fatal cardiovascular disease events, and furthermore morbidity
and incapacity caused by non-fatal cardiovascular disease events is the major
economic burden for the health care system and the society. Non-fatal CVD
pose, however, a number of problems for the development of risk estimation
systems, because they are critically dependent on definitions and methods used
in their diagnosis. The SCORE project considered the use of ‘hard’ coronary
heart disease end-points (coronary death and non-fatal myocardial infarction)
and ‘hard’ cardiovascular disease end-points (cardiovascular death and non-
fatal cardiovascular disease events). An important reason for this decision was
also that the ultimate aim of the SCORE project is to develop cardiovascular
disease risk estimation systems applicable at national level in different
European countries representing different rates of cardiovascular disease and
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different mixes of coronary and noncoronary cardiovascular disease. Many
European countries do not have cohort studies of cardiovascular disease, but
all countries have national causespecific mortality data. These data can be used
to estimate the baseline risk of the population.

. Changing thresholds for high risk to 5%. A shift in the risk estimation from the

risk of any coronary heart disease event to the risk of fatal cardiovascular
disease will also mean a redefinition of the threshold for the 10-year absolute
risk considered to signal the need for intensified risk modification efforts. Such
decisions have to be made by international and national expert bodies
formulating recommendations on cardiovascular disease prevention on the
basis of scientific evidence and considering constraints related to practical and
economic factors. The First and Second Joint Task Force of the European
Societies (20, 21) recommended as a threshold for intensified risk factor
intervention a 10-year absolute risk of 20% or more of developing any
manifestation of coronary heart disease based on the risk chart derived using
the Framingham risk function. This recommendation focused the attention on
the importance of absolute risk as the basis of multi-factorial assessment of
cardiovascular disease risk, but oversimplified a complex issue. To emphasise
that there is no single level of absolute risk that defines an optimal threshold
for risk factor intervention, regardless of the persons’ age, sex or nationality,
the SCORE risk charts display the 10-year risk of cardiovascular death both as
figures as well as categories. Health economic research has suggested that the
risk threshold for cost effectiveness of risk factor interventions, such as
cholesterol lowering drug therapy, is not a simple function of absolute risk but
also varies with age and sex.

. Versions for total cholesterol and cholesterol/HDL ratio Persons with multiple

risk factors tend to have lower HDL cholesterol levels and there is therefore a
concern that failing to take HDL cholesterol into account will underestimate
risk in those most at risk. A number of clinicians therefore, have expressed
interest in a risk estimation system based on cholesterol/HDL ratio.
Accordingly, two parallel systems were develpped.

. Versions for low and high cardiovascular risk European populations. Two

SCORE charts were developed — one for low CVD risk, including France,
Belgium, Italy etc and one for high CVD risk, including Scandinavian
countries, Germany etc.

. Change in the ages for which the risk is displayed. The SCORE risk charts are

providing more detail in the age group 50 to 65, which is the period during
which risk changes most rapidly. Risk for age 30 has been suppressed. Persons
aged 30 are essentially risk free within the next 10 years, and in many of the
SCORE datasets there were no events in this age group. As was pointed out
earlier, showing the 10-year risks for them would give a wrong message about
the long-term risk of the young people with high risk factor levels.

. SCORE risk charts are intended for risk stratification in the primary prevention

of cardiovascular disease. There are no provided risk estimates for persons
with established coronary heart disease, as there is now a widely accepted
consensus that all persons with clinically established coronary heart disease or
other atherosclerotic disease should be treated as high risk cases, recognising,
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however, that the same major risk factors which are important in primary
prevention remain important also in secondary prevention (38). Life
expectancy model analyses suggest that the relative benefits of risk factor
modification are almost similar for both low-risk and high-risk groups of
patients with cardiovascular disease.

Limitations of the SCORE study and risk calculator
The underlying risk functions are based on single risk factor measurements, not on
the persons “usual” levels. The charts also consider only the principal risk factors.
In practice, the impact of other risk factors modulating disease risk needs to be
considered also. These factors include a strong family history of early-onset
cardiovascular disease, milder degrees of impaired glucose regulation, triglycerides,
and fibrinogen. Future risk estimation systems may incorporate at least some of
these factors. However, as yet their impact on the overall accuracy of risk
estimation is uncertain, as a statistically significant association is no guarantee of a
material gain in predictive power.

Data and populations, included in the SCORE project, were gathered during
the 70" and 80" of the 20" century (1974-78). From the beginning of 1970 the
death rate from CVD is diceasing with 30% to 50% on average in Western Europe
(40). The lifestyle and constitution of most European populations also is changing
in Western Europe. It is highly probable that SCORE calculator predicts higer
absolute risk than real, e.g. a total CVD risk of 5% in 1985 could be equal to 2,5%
in 2003 (41).

Applying cardiovascular risk assessment to low-resource
settings
The most common application of risk stratification is as a tool to cost-effective
health policy decisions (42). It is more rational to choose a treatment programme
that will produce the greatest benefit to patients. After a decision has been made
regarding the general level of cost-effectiveness that is acceptable within a health
system, risk stratification can help identify the appropriate patients that require
treatment. To apply this method, however, it is necessary to have evidence from
epidemiological studies on the absolute risk that patients in various categories
would experience. Unfortunately, these data do not exist in virtually all developing
country settings. Under such conditions, risk stratification can serve only a more
limited purpose. Given a level of expenditure that represents the current reality, risk
stratification can help identify the subset of patients most in need of treatment. It is
important in this context, however, not to confuse this triage application with a
cost-effectiveness analysis. As a result of a formal cost-effectiveness study, the
group of patients that would benefit from treatment might be much larger than those
whom current budgets can accommodate. It is imperative therefore, that the
necessary epidemiological data be obtained so that future decisions can be based on
evidence. Feasible risk-assessment methods need to be devised that use simple
clinical indicators, such as age, sex, smoking habits, history of premature CVD in
the family, presence or absence of diabetes, and presence or absence of
hypertension — that are measurable in less well-resourced settings. With this
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information, it is possible to develop a pragmatic risk-stratification system to rank
people with mild hypertension into low-risk and high-risk groups in order to make
treatment decisions. Such systems, although they may be less accurate, are likely to
be the only feasible option in such contexts (42).

Explicit absolute risk assessment is an essential starting point when
considering primary preventive treatment for CHD. However, uncritical application
of any risk skore may mislead patients and health professionals and ongoing studies
are needed to ensure CHD risk assessment is as accurate as possible for the group of
patients to which it is applied (43).

CASE STUDY: THE CASE OF SCORE IMPLEMENTATION IN
BULGARIA

Total (absolute) cardiovascural risk assessment in

Bulgarian urban population

Introduction - justification for the study:

Cardiovascular diseases are major problem for the Bulgarian population, accounting
for more than 60% of the all-cause mortality and considerable percent of the disability
in the last two decades (44).

The total (absolute) risk assessment for CVD and its application in everyday
clinical practice as well as in public health policy has been widely discussed recently
among Bulgarian epidemiologists and clinicians. Several research studies were
conducted and attempts were made to adapt the SCORE calculation charts to the
Bulgarian population, especially in females. However, a large-scale population-
representative epidemiologic study, assessing the absolute individual and population
cardiovascular risk is still lacking.

Apart from the mentioned above, ineffective and virtually lacking primary
prevention of CVD is considerd to be one of the major causes for the continuously
increasing cardiovascular morbidity and mortality.

Under these circumstances, the necessity for extensive, up-to-date population
research, aimed at the absolute CVD risk assessment and development of nationally
relevant cardiovascular prevention guidelines for clinical practice appears to be
indispensable.

Herewith, a short summary of methods and results from a cross-sectional
observation study is presented as an example of the SCORE implementation for
individual and population absolute risk estimation in Bulgarian population.

Study aim and methods used
A cross-sectional observation study was conducted during the period 2005-2007.

The main objectives
The main objectives of the study were:
1. Overview of the main risk factor burden for CVD in Bulgaria (healthy
population).
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2. Evaluation of the absolute (total) cardiovascular risk, using the European SCORE
calculator and population stratification for clinical and health policy
recommendations.

Study population
A representative sample for the Bulgarian urban population, 3,810 subjects in total,
age: 25-74, men and women, was investigated.

The study was conducted in five biggest Bulgarian cities with the help of the
general practionioners (GPs): Sofia (48 GPs), Varna (20 GPs), Plovdiv (21 GPs),
Stara Zagora (14 GPs) and Bourgas (3 GPs) - 106 GPs altogether.

The sample population was randomly selected, with no history of hard
cardiovascular event (no heart attack or stroke) or serious CVD (CHD, angina
pectoris etc).

Basic risk factores studied
Basic risk factores studied were age, sex, BMI, blood pressure, waist and hip
circumference, serum lipids, glucose, profession, education, diet, physical activity,
behavioural characteristics etc.

Main outcome
The absolute 10-year risk of a fatal cardiovascular event was estimated using the
SCORE (HeartScore™) method (31), high risk chart, and in complaiance with the
European guidelines, 2003 (38). A risk level categorization of the population sample
was done, defining groups with low, intermediate and high risk. The results were
compared to other similar European studies. A relevant threshold for a high-risk
prevention strategy was proposed.

The total risk assessment was performed through a specifically developed
software application, which consisted of a CVD Programme for global risk estimation
(“CardioDB, Ver 1.0.0”) and “Scorecard Ver 4.0.0.15” (electorinic version of SCORE
charts). Each general practitioner received this computer application, where he/she
could fill in the required data as well as calculate the actual cardiovascular absolute risk
of the individual and create a database for future medical check-ups.

The population stratification was done, according to the European guidelines,
2003 (38) (Box 1):

Box 1. Stratification according to the European guidelines in SCORE implementation for
absolute risk estimation in Bulgarian population.

Low risk group - SCORE < 1%
Intermediate risk group - SCORE between 2% and 4%
High risk group - SCORE > 5%
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Results®

CVD risk factor and SCORE distribution in the studied population are presented on
Tables 1 and 2. The presented data show that the mean and median values of most of
the studies CVD risk factors are slightly increased or borderline, compared to clinical
thresholds. This is in contrast with the considerably high total risk score, which is
over 5% for the total sample, studied and have very high mean value in men - 9.12%.
However the results for SCORE correspond to the high CVD death rate in the
Bulgarian population, which once again is conclusive that not individual risk factor
levels are to be examined and treated, but the total cardiovascular risk. Another
interesting result is the considerably higher average risk score for men then for
women, which also cannot be explained by the individual risk factor levels.

Table 1. CVD risk factors’ and SCORE median, mean and standard deviation in the sample, in
SCORE implementation for individual and population absolute risk estimation in
Bulgarian population.

CVD risk factors Median X (Mean) ¢ (SD)
Age 59 58.31 9.25
Body mass index - BMI 27.02 27.67 4.49
Systolic blood pressure - SBP 140 149.84 21.03
Diastolic blood pressure - DBP 82 90.30 11.80
Total Cholesterol 5.10 5.67 1.47
HDL cholesterol 1.10 1.12 0.36
LDL cholesterol 3.40 3.46 1.06
SCORE 4.00 6.43 6.62

Table 2. CVD risk factors” and SCORE mean and standard deviation, according to sex, in
SCORE implementation for individual and population absolute risk estimation in
Bulgarian population.

Risk factors MEN WOMEN
Mean SD Mean SD

Age 56.90 9.81 59.47 8.59
BMI 27.99 3.87 27.41 4.93
SBP 152.41 21.36 147.72 20.51
DBP 92.16 12.11 88.87 11.65
Total cholesterol 5.63 1.38 5.70 1.54
LDL 343 1.07 3.50 1.06
HDL 1.13 0.38 1.11 0.96
SCORE 9.12 8.08 4.21 3.89

8 Here, only a limited data is presented for illustration of the theoretical background
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Figure 2. SCORE stratification of the studied population, according to ESC, 2003, in SCORE
implementation for individual and population absolute risk estimation in Bulgarian
population.

Figure 2 presents a considerably high percent of the studied population (almost
50%) with SCORE>5%, i.e. nearly half of the sample belongs to the “high risk group”
for fatal cardiovascular event in the next 10 years.

In relation to the above results and considering the lack of a national-specific
absolute cardiovascular risk calculator, it was of interst to make a further
cathegorization of the “high risk group” into “relatively high”, “very high” and
“excessively high risk” (Box 2):

Box 2. Cathegorization of the SCORE “high risk group” into “relatively high”, “very high”
and “excessively high risk” for absolute risk estimation in Bulgarian population.

Relatively high risk for fatal CVD - SCORE > 5%
Very high risk for fatal CVD - SCORE > 10%
Excessive risk for fatal CVD - SCORE > 15%

Table 3. “High risk” distribution of the sample population in SCORE implementation for
individual and population absolute risk estimation in Bulgarian population.

SCORE Number %

5-9 927 24,31
10-14 512 13,46
>15 415 10,89
Total 1854 48,66

From table 3 is seen that nearly one quarter of the studied sample has an
absolute CVD risk, according to SCORE of over 10% (13,46 + 10,89 = 24,35%).
Even this is an economically not cost-effective and not applicable to Bulgarian
healthcare system and resources threshold for high-risk prevention strategy group.

Total Risk Assessment

METHODS AND TOOLS IN PUBLIC HEALTH 259



The people with SCORE>15% are nearly 10% of the studied population, which
appears to be already a reasonable group for high-risk strategy for CVD primary prevention.

The age and sex distribution of the sample population with SCORE over 5% is
presented on figures 3 and 4. Most of the high risk subjects are found in the age
groups over 45 years and especially over 55. The percent of men with SCORE>5% is
significantly higher than that of women (p<0.05).

70% 67,30%

60% ~

50% ~

40%

30% -

20%

10% ~

25-34 35-44 45-54 55-64 65-74
Age groups

Figure 3. Age distribution of “high risk group” (SCORE>5%) in SCORE implementation for
individual and population absolute risk estimation in Bulgarian population.

SCORE>S
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60% -
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40% |
30% -
20% | Women

10% +

0%

Figure 4. Sex distribution of “high risk group” (SCORE>5%) in SCORE implementation for
individual and population absolute risk estimation in Bulgarian population
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Figure 5. SCORE groups distribution according to age — women in SCORE implementation
for individual and population absolute risk estimation in Bulgarian population
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Figure 6. SCORE groups distribution according to age — men in SCORE implementation for
individual and population absolute risk estimation in Bulgarian population

The SCORE stratification, according to age and sex, shown on figures 5 and 6,
is characterized by:

1. Low absolute cardiovascular risk in the age group 25-34 in both men and
women - 100% of the sample has SCORE<1%. However this could be
explained by the small number of examined subjects in this group.

2. The SCORE (total risk) difference between men and women in the age groups
35-44 and 45-54 is significant (p<0.05). Women maintain higher percent with
SCORE<1% in both age groups, while the percent of men with SCORE over 2
is rising. Nearly half of the men aged 45-54 years (42,4%) have SCORE>5%.

3. The gender differences in the age groups 55-64 and 65-74 are increasing.
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4. The global CVD risk is increasing steeply in the age groups over 45. Only
6,6% of the men, aged 65-74 have low and average absolute risk
(SCORE<5%), while the percentage of excessively high risk (SCORE>15%)
reaches 46,6%, i.e. nearly half of the men over 65 yers of age have extremely
high absolute risk of developing a fatal cardiovascular event in the next 10
years.

Discussions and conclusions

The high percentage of the studied population with SCORE>5% is consistent with
the high CVD death rate in the Bulgarian population. It can be also considered as an
indicator for a present “hidden morbidity”, the so-called “morbidity iceberg”, as most
of the examined subjects are free of serious CVD, have relatively low levels of the
main studied cardiovascular risk factors and most of them do not receive any
medication treatment. Unfortunately, it is a common fact in Bulgaria, that the first
cardiovascular event in such people is fatal (acute myocardial infarction or stroke).

One of the main advantages of the SCORE algorithm and the ESC guidelines,
2003 is the possibility for national-specific adaptation of the risk calculator and fixing
a national relevant threshold for CVD high risk primary prevention strategy.
However, the SCORE project considers an absolute risk of over 5% as high, but that
is not the only element, on which health policy decision for CVD prevention targets
should be taken. It has to take into account the health care resources available in the
system as well as the general socio-economic, environmental and cultural
background. Thus, according to our data, the most possibly cost-effective threshold
for intensive risk factor modification strategy could be 15%.

According to the 2003 European guidelines on cardiovascular disease
prevention in clinical practice (38), the SCORE method is leading in assessing global
(absolute) cardiovascular risk. They set three specific objectives, concerning CVD
prevention:

1. Adaptation of the proposed guidelines and recommendation at national level;
2. Attool for prioritizing patients (population stratification; and
3. Attool for councelling in clinical practice.

Our findings can be discussed with regard to these three explicit objectives of the
guidelines:
1. Adaptation to national specificity.
The regional and local differences in morbidity and mortality as well as
different population risk profiles require risk evaluation and scoring systems
development against epidemiological data from the target population to be
screened before implementation in clinical practice. Whether the high risk
chart applies to Bulgaria still needs more investigation and comprehensive
population-representative studies.
2. Tool for prioritising patients.
Our study found that the guidelines are unlikely to serve as an effective tool
for prioritising Bulgarian population, as they classify an unreasonable number
of people as at high risk (over 5%).
3. Tool for counselling in clinical practice.
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The European guidelines for CVD prevention are clearly recommended for
direct use in counselling in clinical practice (38). Several ethical dilemmas
arise from the likelihood of overestimating someone’s true risk for
cardiovascular disease (45). The systematic coronary risk evaluation project
does not discuss the problem of retrospective risk bias. We question whether it
was scientifically justifiable to include the risk charts of the systematic
coronary risk evaluation project in guidelines intended for implementation in a
clinical setting before validation in a contemporary context. Any
overestimation of a person’s risk for cardiovascular disease can have important
implications. Apart from causing unnecessary concern, it undermines the
patient’s informed choice for intervention. It is also likely to increase
prescribing costs and affect life insurance premiums. As yet little scientific
knowledge is available on how the communication of this kind of risk affects
people’s understanding of themselves, their bodies, and their lives.

Methods for the development of guidelines for prevention of disease should be
scientifically consistent so as to ensure that concordance with guidelines is practically
feasible and likely to result in the desired outcomes. Despite the contribution of
numerous experts and professional societies, it seems that authoritative clinical
guidelines on the basis of the systematic coronary risk evaluation project may be an
example of premature application of medical technology in routine clinical practice.
On the other side, the CVVD epidemic in Bulgaria requires an immediate concentrated
action and systematic and effective solution. The insufficiency of enough local
(national) data and evidence for development of a specific population targeted risk
assessment tool, should not be an excuse for lack of public and health policy activity,
addressing the problem.

EXERCISE

Task 1
Students are asked to search for risk factors for a certain socially-important) chronic
non-communicable disease (e.g. diabetes, breast cancer, osteoporosis etc) and to build
a multicausal web for it.

Task 2
Students are asked to find published studies of total risk assessment through different
methods and compare them.

Task 3
Students should design a total risk assessment study (cross-sectional, cohort etc) for
their own country, for a nationally important chronic disease.
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Learning objectives

After completing this module students should:

¢ be familiar with the major classifications of epidemiological studies;

e be familiar with the major types of epidemiological studies: cohort,
case-control and cross-sectional approaches;

e be aware of the difference between observational studies and
experiments;

o be familiar with the major epidemiological study designs: applications,
advantages and disadvantages.

Abstract

Epidemiological studies may deal merely with the distribution of
diseases/conditions in human populations, and/or with the factors
influencing the distribution and the frequency of diseases.

Three major types of epidemiological studies are: cohort studies, case-
control studies, and cross-sectional studies

Teaching methods

Introductory lecture, illustrative examples of main epidemiological study
designs.

Specific e work under teacher supervision/individual students’ work proportion:
recommendations 30%/70%;
for teachers o facilities: a lecture room, a computer room;

e equipment: computers (1 computer on 2-3 students), LCD projection,

access to the Internet and bibliographic data-bases;

e training materials: recommended readings or other related readings;

e target audience: master degree students according to Bologna scheme.
Assessment of Take-home exercise on the applications, advantages and limitations of the
students main epidemiological studies.
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INTRODUCTION TO EPIDEMIOLOGICAL STUDIES
Enver Roshi, Genc Burazeri

THEORETICAL BACKGROUND

Some classifications of epidemiological studies
Epidemiological studies may deal merely with the distribution of diseases/conditions
in human populations (descriptive surveys), and/or with the factors influencing the
distribution and the frequency of diseases (analytic surveys: cross-sectional, case-
control, cohort, quasi-experiment and experimental studies) (1-6).

Description versus analysis
This is the most classical way of classifying the epidemiological inquiries. However,
this classification has little practical value in itself, since the same study could be both
descriptive and analytic or, in principle, all studies could be regarded as analytic (e.g.
the distribution of a certain condition by sex or age could be regarded as a sort of
implicit analysis rather than just description of the observed facts).
1. Descriptive survey
Describes a situation, e.g. distribution of a disease/condition in a certain
population in relation to sex, age, or other characteristics.
2. Analytical survey (explanatory study).
Tests hypotheses and looks for associations based on:
e groups (ecological/correlation studies, trend studies);
e based on individuals (cross-sectional studies, case-control studies,
cohort studies, experiments and quasi-experiments).

Observation versus experiment
The most important way of classifying the epidemiological studies is the one, which
accounts for the role/control of the researcher over the study. According to this
classification, a major distinction is being made of observational studies, and experiments.
1. Observational studies.
Characteristics of observational studies are:
e the investigator observes the occurrence of the condition/disease in
population groups that have assigned themselves to a certain exposure.
e often most practical and feasible to conduct.
e carried out in more natural settings — representative of the target
population.
e often, there is little control over the study situation — results are
susceptible to distorting influences.
e Experimental approach.

Characteristics of experimental studies are:

Introduction to Epidemiological Studies
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o this design is the most powerful study design for testing ethiological
hypothesis;

e the investigator exercises control over the allocation of exposure, its
associated factors and observation of the outcome, and

o for obvious ethical and practical reasons, the possibilities of conducting
experiments in human populations are very limited.

Direction of study question
According to the direction of inquiry, epidemiological studies are classified as
prospective, retrospective, non-directional, and ambispective studies:
1. Prospective (forward-looking) design.
Prospective (forward-looking) study is the study in which (disease free) people
who are exposed and non-exposed are followed up and compared with respect to
the subsequent development of the disease/outcome under study.
2. Retrospective (backward-looking) design.
Retrospective (backward-looking) study is study in which people with the disease
are compared with people without the disease, to determine whether they differ in
their past exposure to the (hypothesized) causative factor.
3. Non-directional design.
Non-directional design is the design in which the investigator observes
simultaneously the exposure and disease status in the study population.
4. Ambispective design.
Ambispective design is the design in which one primary variable/factor is
measured prospectively and the other one retrospectively, or one primary
variable/factor is measured both prospectively and retrospectively.

Direction of data collection
According to this classification, epidemiological studies are classified as retrolective
and prolective:
1. Retrolective design.
Retrolective studies are epidemiological studies in which data are collected
before the study design (not necessarily for the purpose of the actual study).
2. Prolective design.
Prolective studies are epidemiological studies in which data are collected after
study design (for the purpose of the actual study).

Three major types of epidemiological studies
Three major types of epidemiological studies are: cohort studies, case-control studies,
and cross-sectional studies.
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Cohort studies
Characteristics of cohort studies

The essence of cohort studies is the identification of a group of subjects about whom
certain exposure information is collected. The group is then followed up in time to
ascertain the occurrence of disease/condition of interest.

For each individual prior exposure can be related to subsequent disease

experience. Since the first requirement of such studies is the identification of the
individuals forming the study group — a cohort, prospective or longitudinal studies are
usually referred to as cohort studies.

The design of a cohort study is sketched in Figure 1.

No disease

People without
P lati the disease
“at risk”

v

“ No disease

Not exposed

Figure 1. Schematic presentation of a cohort study.

Advantages of cohort studies

Advantages of cohort studies are as follows:

they measure incidence and thus permit direct estimation of risk of disease;
they do not rely on memory for information about exposure status, hence avoid
bias due to selective recall;

since cohort studies begin with people free of disease, potential bias due to
selective survival is eliminated;

they provide a logical approach to studies of causation or effects of treatment, and
cohort approach can yield information on associations of exposure with several
diseases.

Disadvantages of cohort studies

Disadvantages of cohort studies are as follows:

they require large samples to yield the same number of cases that could be
studied more efficiently in a case-control study;

they are particularly inefficient for studies of rare diseases;

they are logistically difficult — long follow-up period, often serious attrition to
study subjects;

direct observation of participants may cause changes in health behaviour;
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o possible bias in ascertainment of disease due to changes over time in criteria
and methods, and
e they are very costly.

Prospective versus historical cohort studies

An alternative strategy to the costly and time consuming prospective cohort design is
the historical cohort study. A cohort is identified (enumerated) as of some historical
point in time and is then followed over past time to the present. Disease rates and
relative risk (RR) can be derived from this type of study as well. The retrospective
(historical) cohort approach is particularly amenable to the study of exposure-disease
relationship for which the exposure group is unusual in some way, e.g. many
occupational or environment exposure-disease relationships.

Case-control studies

Characteristics of case-control studies
The case-control study begins with a group of cases of a specific disease. This (the
disease) is the starting point of the study, unlike cohort studies where the interest is in
drawing a contrast between exposed and non-exposed subjects. So, the case-control
approach is directed at the prior exposures, which caused the disease and thus
proceeds from effect (outcome) to cause (exposure).

The design of a case-control study is sketched in Figure 2.

Not exposed
e | ~

Population

v

A

DIRECTION OF INQUIRY

Figure 2. Schematic presentation of a case-control study.

Advantages of case-control studies
Advantages of case-control studies are as follows:
o they are highly informative in comparison to other designs: several exposures
or potential causal agents can be examined;
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their design is efficient (low cost per study) primarily because few subjects are
needed to obtain stable estimate of RR, and

they are particularly appropriate for studies of rare diseases (e.g. a case-control
study with 100 cases of a disease having an annual incidence of 1/1,000. A
cohort design for this disease would require 1,000 persons to be followed up
for 100 years or 10,000 persons to be followed up for 10 years in order to yield
the same number of cases).

Disadvantages of case-control studies

Disadvantages of case-control studies are as follows:

the absolute frequency of a disease cannot be determined. No counts are made
of population at-risk, thus, there are no denominators available to obtain the
incidence rates. Lacking absolute risks, it’s not possible to compare disease
rates among different studies, nor is it possible to estimate the attributable risk;
they are particularly subject to two types of bias: selection bias in choosing
controls, and recall bias (cases may recall better prior exposures than controls), and
“philosophically” they are difficult to interpret: the antecedent-consequent
relationship (exposure-outcome) is subject to considerable uncertainty.

Cross-sectional studies
Characteristics of cross-sectional studies

Cross-sectional design is referred to as non-directional or one point in time survey,
where data is collected on both outcome and exposure status of the individuals under
study. Such studies are useful to describe characteristics of study population and can
generate new aetiological hypothesis. This study design involves disease prevalence.
Cross-sectional studies can evaluate the impact of changes in health services during
an intervening period. This can be accomplished by conducting a cross-sectional
study twice: before and after the intervention.

The design of a cross-sectional study is sketched in Figure 3.

Advantages of cross-sectional studies

Advantages of cross-sectional studies are as follows:

they describe the distribution of both exposure and outcome in a population
(particularly useful for studying frequent outcomes of long duration);

they provide estimates of the magnitude of a disease problem in a community,
which might be very important for planning of health services;

in comparison to other studies they are relatively quick and inexpensive. Often,
involve only one-time survey, and

they are largely applicable: provision of health care services as well as
generation of aetiological hypothesis.

Introduction to Epidemiological Studies

272

METHODS AND TOOLS IN PUBLIC HEALTH



Population l

™~

S

™

| Information on both exposure and disease ]

/. N\

Exposed Exposed, Not Not
and have do not exposed, exposed,
the have the have the do not
disease disease disease have the
disease

Figure 3. Schematic presentation of a cross-sectional study.

Disadvantages of cross-sectional studies
Disadvantages of cross-sectional studies are as follows:

¢ they do not measure incidence risk, because this would require incidence data
(but they measure prevalence risk);

o they can not determine cause-effect relationship;

e current exposure status may be due to changes that have occurred as a result of
the disease rather than having led to the disease, and

o diseases of short duration may be missed. Thus, cross-sectional studies are best
applied to the study of chronic or persistent conditions.

EXERCISE

Task 1
Using international bibliographic data-bases (e.g. Medline, PubMed) find at least 3
cohort, 3 case-control, and 3 cross-sectional epidemiological studies.

Task 2
Carefully read them and find their characteristics.

Task 3
Discuss the characteristics, strengths and limitations of selected studies with your
colleagues.
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Learning objectives

After completing this module students should:
¢ be familiar with the major classifications of epidemiological studies.
e understand differences between various types of studies and can
interpret them.

Abstract

Rarely, prior introducing the readership main study designs, textbooks on
epidemiological methods are discussing about different features/
characteristics of epidemiological studies. Since one study design has
several of them, this could be for the audience sometimes rather confusing.
To clarify this aspect of epidemiological studies, we decided to describe
these features in more details

Teaching methods

An introductory lecture gives the students insight in different features of
epidemiological studies and distinction between them. After introductory
lectures students discuss in small groups these features and confront them.

Specific o work under teacher supervision/individual students’ work proportion:
recommendations 30%/70%;
for teachers o facilities: a lecture room, a computer room;

e equipment: computers (1 computer on 2-3 students), LCD projection,

access to the Internet and bibliographic data-bases;

e training materials: recommended readings or other related readings;

o target audience: master degree students according to Bologna scheme.
Assessment of Essay type exam.
students
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FEATURES OF EPIDEMIOLOGICAL STUDIES
Lijana Zaletel-Kragelj, Ivan Erzen, Doncho Donev

THEORETICAL BACKGROUND

Introduction
There exist a pleiad of textbooks, manuals and other types of books, describing
epidemiological concept and its methods in one or another way. Most of them are
focused first on different epidemiological measures, and then from one or another
perspective on different study designs (ecological studies, cross-sectional studies,
case-control studies, cohort studies, clinical trials, community trials, etc.) (1-12). A
brief overview on three major types (designs) of epidemiological studies, being cross-
sectional, case-control, and cohort studies, is presented also in a previous module of
this book, while some points of view or more detailed description of individual design
will be given in following modules of this chapter.

Rarely, prior introducing the readership main study designs, these books are
discussing about different features/characteristics of epidemiological studies. Since
one study design has several of them, this could be for the audience sometimes rather
confusing. To clarify this aspect of epidemiological studies, we decided to describe
these features in more details.

Overview of different features of epidemiological studies
Out of numerous different features, two of them could be classified as most important,
being:
e s the study observational or experimental, and
o s the study descriptive or analytical.

But in fact, epidemiological studies have many different features (1-8) and not only
just mentioned. These features are used as criteria for classification of
epidemiological studies as well. Thus, epidemiological studies could be classified in
many different ways. Some of these groups of features are as follows (Figure 1):

1. isthe study observational, or experimental (interventional),

2. isthe study descriptive, or analytical,

3. isthe study cross-sectional, or follow-up,

4. is the study incidence, or prevalence study,

5. is the study question directed into the future, or into the past,

6. is the collection of study data directed into the future, or into the past,

7. is the study using individual, or population/aggregated level data,

8. s the study for generating hypotheses, or testing it/them,

9. s the study using permanent data sources, or focused study data,

10. is the study focused on effect, or on exposure,

11.is the study for planning or evaluating an intervention,

12.is the study focused on solving problem on individual or on the population

level.
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1. OBSERVATION OR

EXPERIMENT
2. DESCRIPTION OR
3. CROSS-SECTION OR
ANALYSIS FOLLOW UP
4. USING INCIDENCE OR 5. LOOKING INTO THE PAST
PREVALENCE CONCEPTOR OR INTO THE FUTURE OR
NEITHER OF THEM \ NEITHER OF THEM
6. DATA COLLECTION EPIDEMIOLOGICAL 7. BASED ON INDIVIDUAL OR
PLANNED IN ADVANCE OR = STUDIES -+ POPULATION/AGGREGATED
NOT FEATURES LEVEL DATA
8. GENERATING 9. USING ROUTINE DATA
HYPOTHESES OR TESTING OR FOCUSED STUDY DATA
THEM
10. FOCUSED ON EFFECT OR 11. USED FOR PLANNING OR
FOCUSED ON EXPOSURE EVALUATING AN INTERVENTION

12. USED FOR SOLVING PROBLEM
ON AN INDIVIDUAL OR ON
POPULATION LEVEL

Figure 1. Some groups of features of epidemiological studies.

Beside the first two, also classification listed under the number #3-5 could be met
frequently then the rest of them. In continuation we will describe all of them in more
details.

Classifying epidemiological studies by different features

Experimental versus observational studies
Experimental studies are those characterized by assignment of exposure by a
researcher. This means that a researcher gains the mastery over the situation (1-8).

Another important characteristic is that experimental studies use well known
method of randomization for controlling confounding. The importance of
randomization is that it leads to a balance of confounders in exposed and non-exposed
study groups, providing theoretically unbiased evaluation of exposure-outcome
associations. The study and control groups are comparable except in exposure under
observation.

Because of their characteristics, for experimental studies holds, that this design
is the most powerful design of all.

But in spite their importance, experimental studies have an important
disadvantage in human research — they could be extremely unethical and therefore not
possible to conduct. Here observational studies take advantage over experimental
studies.
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In contrast, observational or non-experimental studies are epidemiological
studies that do not involve any intervention, experimental or otherwise. Exposure in
this type of studies is not assigned by a researcher. In such a study nature is allowed
to take its course, with changes in one characteristic being studied in relation to
changes in other characteristics.

Analytic epidemiological methods such as case-control and cohort study
designs, are properly called observational epidemiological studies because the
investigator is observing without intervention other than to record, classify, count, and
statistically analyse results.

An important disadvantage of observational studies is a little control over the
subject under study and confounding factors that may influence the results
substantially. As a consequence are more susceptible to different types of bias.

Descriptive versus analytical studies
The distinction between “descriptive” and “analytic” studies is one of intent,
objective, and approach, rather than one of design. In this respect, data obtained in
public health research usually could be explored in a descriptive or analytical mode
(8). Data obtained in an analytic study must be first described, and data obtained in a
descriptive study can be analyzed to test hypotheses if indicated.

Epidemiological studies designed and concerned primarily to describe the
existing distribution of health phenomena in the population, without regard to
causal or other hypotheses are usually studies based on a routine data. Such
studies describe the health conditions and health-related characteristics of
populations, typically in terms of person, place, and time. Their results are usually
presented in health statistics yearbooks, and similar publications. This
information serves as the foundation for studying populations. It provides
essential contextual information with which to develop hypotheses, design
studies, and interpret results. Surveillance is a particular type of descriptive
epidemiology, to monitor change over time.

In contrast, analytical studies are usually concerned with testing one or more
specific hypotheses, typically whether an exposure is a risk factor for a disease or an
intervention is effective in preventing or curing disease (or any other occurrence or
condition of interest) (1-10).

In this place we need to emphasize that it is a stereotype that analytic
studies (testing hypotheses) take advantage over descriptive studies. As a
consequence, descriptive studies are labelled as “less important” than, or
“inferior” to analytic studies. However, well designed descriptive study should be
first step in a process of investigating health problems of the population, since
they are source for generating sound hypotheses for more in-depth and usually
more expensive analytical studies.

Cross-sectional or transversal versus follow-up or

longitudinal studies
One of the most important features of epidemiological studies is, if we are making
observation as a transversal cross-section through health status of a population or as a
follow-up in time (Figure 2).
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Cross-sectional or transversal studies are those studies that examine the
relationship between diseases or other health related states at one particular time,
being a moment or a period (1). In this design subjects are sampled without respect to
disease status and are studied at a particular point in time (8), and the presence or
absence of an outcome, as well as presence or absence of exposure is observed in the
same point in time.

CROSS-SECTION THROUGH
HEALTH STATUS

POPULATION

time

FOLLOW-UP IN TIME

Figure 2. Schematic presentation of cross-sectional and follow-up studies.

The term “cross-sectional study” usually refers to studies at the individual data
level, even though ecologic studies at aggregate level are typically (though not
necessarily) cross-sectional, as well.

The target population is usually one whose identity is of some wider interest
(e.g., a political or geographical entity, a profession or workforce, or a major
organization, but may not necessarily be so) (8).

In cross-sectional studies, the current status of individuals could be
examined in relation to some current or past exposure. When these studies are
used with an analytical purpose, one should be cautious when interpreting the
relationship between outcomes and exposures, especially the causal one, since
temporal sequence of cause and effect cannot necessarily be determined in this
study design (1,4).

These studies are most useful for conditions that are not rapidly fatal, not
terribly rare, and/or not routinely brought to medical attention (e.g., elevated blood
pressure, elevated blood cholesterol, etc) (8).

In contrast, in follow-up or longitudinal studies people without the disease at
the beginning of the observation time (usually referred as »at risk«) are followed-up
to see who develops the disease over time. If the population followed is a defined
group of people (a »cohort«), then the study is referred to as a cohort study.

Special type of longitudinal studies are so-called ecological longitudinal
studies (3) that are studies made on ongoing frequent cross-sectional studies
(surveillance or monitoring) to measure trends in disease rates over many years in a
defined population. By comparing the trends in disease rates over time with
considering other changes in the population, it could be determined the impact of
these changes on the disease rates.
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Prevalence versus incidence studies
The term “prevalence studies” is referring to cross-sectional studies at the
individual data level. The frequency of an outcome variable is in this type of
studies measured in terms of prevalence. Prevalence is a common term for a
group of measures which are quantifying the situation (state) of a given health
phenomenon (e.g. a disease, a disorder, an unhealthy health behaviour etc.) at a
designated time (at a specified moment, or at any time during a specified period).
The detailed description of prevalence measures (e.g. prevalence risk, prevalence
rate, prevalence odds), as well as that of characteristics of cross-sectional studies
at the individual data level, are beyond the scope of this module, and are given in
other modules of this book.

Similarly, the term “incidence studies” is referring to studies, also known as
follow-up, longitudinal, or cohort studies. The frequency of an outcome variable is in
this type of studies measured in terms of incidence. Incidence is a common term for a
group of measures which are quantifying a breakout of new cases of a health
phenomenon (e.g. a disease) under observation during a specified period in a
specified group of persons. The detailed description of incidence measures (e.g.
incidence risk, incidence rate, incidence odds, and incidence density), and
characteristics of cohort studies, are beyond the scope of this module. They are given
in other modules of this book.

In contrast, case-control studies are not incidence or prevalence studies, and
are intended to observe past exposure.

Retrospective versus prospective versus non-directional

studies
One very important feature concerns the timing of collection of exposure information.
In this respect we distinguish between retrospective, prospective, and non-directional
studies (Figure 3).

PAST PRESENT TIME FUTURE
1
]
1
POPULATION 1
1
) ]
time |
NO DIRECTION
PROSPECTIVE STUDIES
RETROSPECTIVE STUDIES ' >
<] {

Figure 3. Schematic presentation of retrospective, prospective, and non-directional studies.
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A retrospective study is a study that looks backwards in time and examines exposures
to suspected risk or protection factors in relation to an outcome that is established at
the start of the study. Thus, in a retrospective study design, the outcome of interest
has already occurred at the time the study is initiated. Thus we find people that have a
disease under observation and try to figure out why they got the disease.

An investigator conducting a retrospective study typically utilizes
administrative databases, medical records, or interviews with patients who are already
known to have a disease or condition.

The biggest problem in a retrospective study is that some of the information
that we need may be hard to get, or it is subjected to a so-called recall bias. We have
to rely on patients to recall things that may have happened many years ago. Memory

In contrast, a prospective study looks forward in time. In this study design, we
select a group of subjects without a condition under observation and observe them
over specified period if they develop the condition after they were exposed to a
suspected risk or protection factor(s).

One of disadvantages of this study design is that in a case the outcome under
observation has a long pre-clinical phase it could take a long time to accumulate
sufficient data to get correct and strong conclusions. When we are studying a disease
that takes a long time to appear, we usually need to use a retrospective study, and not
a prospective one.

The outcome of interest also should be common; otherwise, the number of
outcomes observed will be too small to be statistically meaningful (indistinguishable
from those that may have arisen by chance).

All efforts should be made to avoid sources of bias such as the loss of
individuals to follow up during the study. Prospective studies usually have fewer
potential sources of bias and confounding than retrospective studies.

Despite these disadvantages, for prospective study design holds that it is the
best design for establishing relationships between outcome of interest and exposure
variables.

The third study design in this group is non-directional, in which outcome(s)
and exposure(s) are observed at the same time. Transversal or cross-sectional studies
are non-directional studies. We have already discussed some characteristics of this
type of studies, while some more details will be discussed in a separate module in this
book.

Retrolective versus prolective studies
Less frequently used feature and corresponding classification relates to the mode of
gathering of data. In this respect we distinguish between retrolective and prolective
studies (1) (Figure 4).

According to Feinstein, who coined both terms at the beginning of eighties (1),
this classification describe more precisely the actions of researchers than more
commonly used terms “retrospective” and “prospective” studies.

The term “retrolective studies” relates to data gathered from medical records or
other sources when data collection took place without prior planning for the needs of
a present study, while the term “prolective studies” relates to data collected by
planning in advance.
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Figure 4. Schematic presentation of retrolective and prolective studies.

Studies based on individual level data versus studies based

on population/aggregated level data
Another feature and corresponding way of classification of epidemiological studies
involves the level of measurement. According to the level of measurement of
variables that enter the studies, studies are classified as (11-21):

o individual level studies;

e aggregated level studies: measures in these studies are summaries of attributes
calculated from data on individuals for whole populations, usually in well-defined
geographic or administrative regions (e.g. countries, communities etc.). Examples
for that kind of measurements would be: mean income; percentage of families
below the poverty line or mean number of household members;

o group level studies: measures in these studies are estimates of (environmental)
attributes that have individual analogues. Usually these measures are obtained from
different environmental surveys. Examples for that kind of measurements would
be: maximum daily exposure to ozone, mean annual exposures to radon gas; daily
mean levels of environmental tobacco smoke in public buildings;

e population studies: measures in these studies are attributes that pertain to
groups and do not have analogues at the individual level. Examples for that
kind of measurements would be: total area of green space; number of private
medical clinics; population density.

Studies for generating versus studies for testing hypotheses
This classification of epidemiological studies is one of less frequently used, since
studies for testing hypotheses take advantage over studies for generating them.
Usually, epidemiological studies for generating hypotheses are basically
descriptive, and as such are kept in the background in comparison to analytical
studies. This is from historical point of view understandable to the certain extent,
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since public health is in many respects tightly connected to biomedicine, where
studies for testing hypotheses are taking huge advantage, especially experimental one.

In spite this fact, importance of studies for generating hypotheses lies in the
fact that they provide essential contextual information for sound analytical studies for
testing hypotheses which are mostly also more expensive (Figure 5).

OBSERVATION

STUDIES FOR *

GENERATING
HYPOTHESES DESCRIPTION

GENERATING OF HYPOTHESES

¥

OBSERVATION OR EXPERIMENT

* STUDIES FOR

ANALYSIS, TESTING HYPOTHESES TESTING
HYPOTHESES

MAKING INFERENCE

Figure 5. Schematic presentation of position of studies for generating, and studies for testing
hypotheses in epidemiologic inference.

One should be aware that both types of epidemiological studies are part of
the same process which could be more sound and effective when both types of
studies complement each other.

Among others, very important studies for hypotheses generation are routine
analyses of vital statistics and other notifiable events, periodic surveys of health
status, knowledge, beliefs, attitudes, practices, behaviours, environmental
exposures, and health care services performance, as well as ecological studies that
compare information across geographical or administrative units.

In contrast, epidemiological studies for testing hypotheses are basically
analytical. The most respected are experimental and cohort studies. Hypotheses
could be tested also in case-control, and cross-sectional studies.

This distinction is more and more important, especially in the context of
evidence based public health. Formulation of sound hypotheses on the basis of
available data, e.g. on surveillance and monitoring data that are later verified by
in-depth analyses is becoming an imperative.
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Studies based on routine data versus studies based on

data focused in analyzing a specific problem
A lot of data in public health is gathered in the frame of routine surveillance of
major public health events. Basically, routine data are meant to describe major
health conditions and health-related characteristics of populations, typically in
terms of person, place, and time. As stated previously, their results are usually
presented in health statistics yearbooks, and similar publications. Nevertheless,
they could be logically and reasonably used also for other more in-depth analyses.

On the other hand, for less important or evolving problems, specific studies
are more appropriate, since they are less expensive.

Studies focused on exposure rather than on effect
In the past, environmental epidemiology and occupationally epidemiology have been
manly oriented in studying associations between disease and environmental agents. A
broader approach is currently envisaged, which is primarily focused on exposure
circumstances and which considers as dependent variables all possible health effects
of environmental agents to which populations are exposed (22,23).

There are several reasons for the shift from disease- to exposure-centred
environmental epidemiology:

1. Firstly, particularly in developed countries, degenerative, chronic diseases
(such as cancer, lung emphysema, etc.) have become the prevailing pathology:
the aetiology of many of these conditions is multifactorial, i.e. no specific
hazard can be considered as a necessary cause. To further complicate the
picture, many environmental hazards (e.g. excess dietary fat, asbestos, etc.) are
causally associated with more than one disease.

2. Secondly, most environment-induced ill-effects are dose-related. For a given
hazard, there may well be exposures either low enough, or of short enough
duration, as to be negligible in terms of risk. It has also become obvious that
ill-effects are frequently the result of interaction (addition, synergism,
antagonism, etc.) between different hazards. For the same exposure to a given
hazard, the risk may differ according to which other hazards are present or not.

3. Thirdly, analytical techniques for measuring pollutants in the environment
have been used more and more, and their sensitivity has increased by several
orders of magnitude. Consequently, there has been a dramatic increase in
hazard-specific environmental data requiring risk evaluation.

4. Finally, health authorities, public opinion, and the scientific community have
become increasingly concerned by the number of environmental contaminants
for which potentially deleterious effects are unknown or poorly understood.

Studies for planning versus studies for evaluating public

health interventions
Again, the distinction between “studies for planning public health interventions” and
“studies for evaluating public health interventions” is one of intent, objective, and
approach, rather than one of design. In this respect, data obtained in public health
research usually could be explored for planning or evaluation.
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Clinical epidemiologic studies versus public health

epidemiologic studies
Clinical epidemiological studies are studies conducted in clinical settings, usually
by clinicians, with patients as the subjects of the study. They apply
epidemiological principles and methods to problems observed in clinical
medicine. Their intention is to use the information from classical epidemiology to
aid clinical decision making (1).

In contrast, classic (public health) epidemiological studies are intended to
identify causes of diseases, and measure risk (1).

Some other features of epidemiologic studies
Along presented features of epidemiologic studies there exist other features as well. It
could be worthy to mention at least two of them, being pragmatic and explanatory
study:

e according to Last et al. (1), pragmatic study is a study aimed at providing a
basis for decisions about health care, or evaluating previous action
(interventions),

e according to Last et al. (1), explanatory study is a study aimed at explaining
rather than merely describing the situation of a certain health problem by
isolating the effects of specific variables and understanding the mechanisms of
action.

EXERCISE

Task 1
Students carefully read the theoretical background of this module and recommended
readings.

Task 2
Students make groups for crossover method of discussion. Every student is labeled
with two labels being letters and figures: Al, A2, A3, B1, B2, B3, C1, C2, C3, etc.
For the first part of this task, all As, Bs, and Cs work together. The first part of
the task is:
o GROUP A: discuss differences of experimental versus observational studies in
relation to descriptive versus analytical studies;
¢ GROUP B: discuss differences of cross-sectional or transversal versus follow-
up or longitudinal studies in relation to prevalence versus incidence studies;
e GROUP C: discuss differences of retrospective versus prospective versus non-
directional studies in relation to retrolective versus prolective studies.

For the second part of this task, all 1s, 2s, and 3s work together. The second
part of the task is the same as the first, instead groups are different:
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GROUP 1: discuss differences of experimental versus observational studies in
relation to descriptive versus analytical studies;

GROUP 2: discuss differences of cross-sectional or transversal versus follow-
up or longitudinal studies in relation to prevalence versus incidence studies;
GROUP 3: discuss differences of retrospective versus prospective versus non-
directional studies in relation to retrolective versus prolective studies.

Task 3

In large group discuss other classifications.
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Learning objectives

After completing this module students should:
¢ know the definition and characteristics of epidemiological studies;
o be familiar with strengths and weaknesses of epidemiological studies;
¢ know how to get data for performing epidemiological studies,
¢ know how to prepare data for an epidemiological study, and
¢ know how to interpret results of an epidemiological study.

Abstract

Ecological study is an epidemiological study in which the units of analysis
are populations or groups of people, rather than individuals. They are very
applicable in situations in which data are not available on an individual
level, but one should be careful when interpreting results of this type of
epidemiological studies.

The module is describing strengths and limitation of epidemiological
studies, as well as procedure for analysing data in SPSS programme.

Teaching methods

An introductory lecture gives the students first insight in characteristics of
ecological studies. The theoretical knowledge is illustrated by a case study.
After introductory lectures students first carefully read the recommended
readings. Afterwards they discuss the characteristics of ecological studies
with other students. In continuation, they perform an ecological study
analysis by themselves.

Specific o work under teacher supervision/individual students’ work proportion:
recommendations 30%/70%;
for teachers e facilities: a lecture room, a computer room;

e equipment: computers (1 computer on 2-3 students), LCD projection,
access to the Internet, statistical programme and bibliographic data-
bases;

e training materials: recommended readings or other related readings;

o target audience: master degree students according to Bologna scheme.

Assessment of Multiple choice questionnaire, and output of analysis of an ecological
students study with its interpretation.
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ECOLOGICAL STUDIES: BASIC PRINCIPLES
Lijana Zaletel-Kragelj, Ivan ErZen

THEORETICAL BACKGROUND

Introduction
When we meet the term “ecological study” for the first time without knowing basic
principles of epidemiology, the very first association is on ecology, which is defined as the
study of the relationship among living organisms and their environment (1). A branch of
ecology is human ecology, which is the study of human groups as influenced by
environmental factors, including social and behavioural factors. But this association is not
completely accurate. “Ecological studies” as a type of epidemiological studies are not
related only to studying the influence of natural environment (mostly physical component
of natural environment) on people. As a special type of epidemiological studies are useful
in analysis in various situations not only in just described.

It would be logical and reasonable to think about this term in a broader, and in
a narrower sense. Meant in their broad meaning, ecological studies are studies of
influence of environmental factors on human health, while in a narrow, technical
meaning, ecological studies are a special type of epidemiological studies. In this
module, the narrow meaning will be discussed. However, this module describes only
the most simple view of the ecological studies. In fact it describes only multiple-group
studies design - the one the most frequently used in environmental epidemiology.
More detailed view is far too complex to be presented here. All who wish to deepen
their knowledge will find relevant literature in recommended readings list and in the
module on principles and methods of environmental epidemiology in this book.

About ecological studies

Definition and description
According to Last et al. (1), ecological study is a study in which the units of analysis
are populations or groups of people, rather than individuals. Similar definition is
given by Bailey et al. (2): ecological studies are observational epidemiological studies
that consider the characteristics of a disease and risk factors measured at the
population rather than the individual level. They could be descriptive or analytical.
Thus, in the case of this type of epidemiological studies, if confronted to other
types of epidemiological studies, the group of individuals, and not the individual
person, is unit of observation and analysis. In this case, individual measurements are
aggregated. Afterwards an aggregated measure is used (e.g. average or median value
of individual values, or percentage of people with observed state) in ecological study.
However, this is not the only type of data that can enter the ecological study.
Aggregation is usually carried out in a geographical region, or administrative
region, as well as in different types of settings, e.g. health care settings, schools, etc.
Ecological studies have been conducted by social scientists for more than a century, and
have been used extensively by epidemiologist in many research areas. Nevertheless, the
distinction between individual level and group/population level (ecological) studies and the
inferential implications are far more complicated and subtle than they first appear (3).
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Characteristics
Level of measurement of entry data

According to the level of measurement of variables that enter the ecological studies, there
are three different types of measures(4-6):

aggregated level measures: summaries of attributes calculated from data on
individuals for whole populations, usually in well-defined geographic or
administrative regions (e.g. countries, communities etc.). Examples for that kind of
measurements would be: mean income; percentage of families below the poverty
line or mean number of household members;

group level measures: estimates of (environmental) attributes that have individual
analogues. Usually these measures are obtained from different environmental
surveys. Examples for that kind of measurements would be: maximum daily
exposure to ozone, mean annual exposures to radon gas; daily mean levels of
environmental tobacco smoke in public buildings;

population level measures (contextual): attributes that pertain to groups and do not
have analogues at the individual level. Examples for that kind of measurements
would be: total area of green space; humber of private medical clinics; population
density.

Studies may include also variables of different levels. The outcome variable in an
ecological study could be measured on a quantitative scale (e.g. percentages,
epidemiological rates), or qualitative (2,7).

Ecological studies purposes

The main purposes of using a study on a population level are to (2,7-10):

study data that could be obtained only at group-level; health related data are
sometimes available only at the group level (e.g. water or air pollution, percent of
green areas in the community etc.);

study group-specific effects; this is important since in public health interventions
are performed at the group level rather on the individual level;

assess very roughly a negative phenomenon which is perceived in a community
level, and generate hypotheses for further investigation;

investigate differences between populations — in some health phenomena
differences are greater between populations than within them (e.g. due to
differences in culture or health care system);

describe patterns or trends on a geographic or administrative level;

explore potential associations between community-level risk factors and disease.

Data source for ecological studies

Data for ecological studies are obtained from (2,7-9):

most frequently ecological studies are performed on a routine data, since the
valuable information about disease and exposure could often be abstracted from
published statistics on international, national, regional, or local level. This means,
that ecological studies usually do not require expensive or time consuming data
collection. These routine data could be first obtained on individuals and than
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aggregated, or are by nature data that are measured in natural environment, i.e.
measurements of air pollution in vicinity of industry;

e data could also be obtained from periodical surveys, like health interview surveys
about health behaviour.

Data could be obtained from one source only, or by combining different sources, and
could be collected at different times for different purposes.

Advantages and disadvantages
Like other epidemiological studies, ecological studies have some advantages, and some
disadvantages (2, 7-10). Some of them are presented in Table 1.

Table 1. Some advantages and disadvantages of ecological studies.

ADVANTAGES DISADVANTAGES
1. quick and relatively inexpensive; 1. not able to analyze information on important
2. may be able to use readily available factors that may be associated with the observed
data; outcome because data are already collected for
3. useful in hypothesis generation; other purposes, thus difficult to control for
4. allow estimation of effects not easily confounders;
measurable for individuals; 2. do not provide information about the relationship
5. permit exploratory analyses of potential between risk factor levels and disease in
factors in disease etiology; individuals;
6. appropriate when inferences are to be 3. presence of so called “ecological fallacy” —
made about groups and not individuals; association observed between variables on an
7. useful for social scientists as well as aggregate/population level does not necessarily
epidemiologists; represent the association at an individual level;
8. useful in evaluation of new policies. 4. exposures and outcomes are not measured on the

same individuals;

5. in longitudinal ecological studies migration
patterns over time could influence (e.g.
diminish) the difference between observed
groups.

Methods of analysis of ecological studies

Graphical presentation

Essential part of ecological study analysis is a graphical presentation. In fact, whenever
observing the relationship between two quantitative variables, the first step is to plot the
diagram. In the case of relating two variables, the diagram/chart is the joint distribution
two-dimensional graph, called “scattergram”, “scatter diagram”, or “scatter plot” (9,11-
13). The chart establishes the relationship of a dependent variable to an independent
variable. The dependent variable is plotted on the vertical y-axis; the independent is
plotted on the horizontal x-axis. Each point represents a place where the dependent and
independent variables intersect. In Figure 1a some general examples of scatter plot are
presented.
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Figure 1. An example of a scatter plot with various degree of dispersion of intersection points
(Figures 1a - ¢). In Figures 1a - c, relationship between variables X and Y is positive,

while in Figure 1d isn

egative.
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Figure 2. In Figure 2b, mathematical model (regression line) is added to a scatter plot from

Figure 2a.
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The dispersion (the scatter) of points of intersection of variable X and variable Y
could express a pattern that could be summarized by a mathematical model. In the
case presented in Figure 1, a straight line is the proper mathematical model (Figure
2b), so-called “regression line”. The equation of this mathematical model on the
sample level is (Equation 1):

y =a-+bx Equation 1.

The presented relationship is only the most simple, being linear. There exist several
others, but this issue is beyond the scope of this module.

Typical scatter plot in ecological studies has intersection points labelled. An
example will be presented in case studies.

Correlation

Regarding the nature of the variables that enter the ecological studies, it is logical to
use as an analytical method the statistical method called “correlation” (7, 9, 11-13),
which measures the strengths of association between two variables, or in other words
the grade of dispersion of intersection points around the mathematical model. The
outcome measure is so-called “correlation coefficient” labelled at sample level as “1”,
if it is calculated using parametrical method (Pearson’s correlation coefficient). The
equation is as follows (Equation 2):

_ Z(Xi -x)yi - ) Eauation 2
T waion

The value of Pearson’s correlation coefficient lies between 0 and 1. The value
0 indicates that there is no linear relationship between variables, while the value 1
indicates the strongest relationship. In this case all intersection points lie on the
regression line. In Figure 1a, the value of correlation coefficient is near 0, while in
Figure 1c is rather close to 1.

The value of Pearson’s correlation coefficient could have positive or negative
sign. If with increasing of values of variable X values of variable Y are increasing
(Figure 1b, 1c, 2a, 2b), the sign is positive, otherwise is negative (Figure 1d).

Pearson’s correlation coefficient is only one correlation coefficient. The
detailed description of characteristics of various types of correlation analysis is
beyond the scope of this module. It is assumed that students are familiar with basic
statistical methods, including correlation.

In the case of ecological studies the correlation is a special one, called
“ecological correlation”. According to Last et al. (1), ecological correlation is a
correlation in which the units studied are populations rather than individuals.
Correlations found in this manner may not hold true for the individual members of
these populations.
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Because the method of analysis is correlation, ecological studies are frequently
called also “correlational studies” (8).

Interpretation of ecological studies
Although ecological studies are easily and inexpensively conducted, the results are
often difficult to interpret.

In interpretation of results of epidemiologic studies one should be extremely
cautious and careful. In fact, ecological studies may be useful pointer to further
research, but conclusions derived from them must be interpreted wisely. Primarily, we
need to be aware that research question in ecological study is about a population, and
not about an individual (Example 1).

Does the overall occurrence of disease X in a population correlates Example 1.
with occurrence of the exposure in the population?

It should be pointed out that ecological study design doesn’t enable to draw any
conclusion on the etiological factor of the observed phenomena otherwise there is a
risk of so-called ecological fallacy.

Ecological fallacy
In ecological analysis, errors of inference may result because associations may be
artifactually created or masked by the aggregation process.

The ecological fallacy, also known as aggregation bias or ecological bias (1),
is the mistaken assumption that a statistical association observed between two
ecologic (group-level) variables is equal to the association between the corresponding
variables at the individual level. This assumption is often made implicitly or explicitly
when using ecologic data to make inferences about the biologic (individual-level)
effect of an exposure on the risk of a disease or other health outcome (1,2,7-9).

In extreme situation, an association at one level may disappear at another, or
even be reversed. Suppose, for example, we observe a positive ecologic association
between exposure prevalence and the rate of a disease across many regions
(groups). The magnitude and direction of the association between exposure status
and disease risk within regions (at the individual level) could be different from the
ecologic association, even if there is no error in measuring either ecologic variable.
Just because the disease rate is higher in regions with a larger exposure prevalence
does not mean that exposed individuals are at greater risk of disease than are
unexposed individuals. It is possible that the risk is particularly high for unexposed
individuals living in regions with relatively high exposure prevalence. The
underlying problem of the ecologic fallacy, therefore, is that each group is not
entirely homogeneous with respect to the exposure. If every region were made up
entirely of exposed individuals or unexposed individuals, then there would be no
ecologic fallacy because information on the joint distribution of exposure and
disease within groups would not be missing.

In conclusion, the aggregation of data that defines ecological studies
results in an information loss that can lead to ecological bias, ecological fallacy
respectively. It is due to the inability of ecological data to characterize within-
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area variability in outcomes, exposures and confounders, when available. The
only way to overcome such bias, while avoiding assumptions, concerning the
missing information, that could not be checked, is to regard ecological studies as
first step in analyzing the problem, and try to supplement the ecological-level
information with individual-level.

Meaningless correlations
In ecological studies, meaningless correlations can occur. This kind of correlations
sometimes occur when social, economic, or technological changes have the same
trend over time as incidence or mortality rates.

Longitudinal (time trends) ecological studies
Usually, under term “ecological study” we understand the cross sectional ecological
studies, that were already described. Both case studies presented in this module are
also examples of cross-sectional ecological studies. But there exist also so-called
longitudinal ecological studies (9).

Longitudinal ecological studies are studies made on ongoing frequent cross-
sectional studies (surveillance or monitoring) to measure trends in disease rates over
many years in a defined population.

By comparing the trends in disease rates over time with considering other
changes in the population, it could be determined the impact of these changes on the
disease rates. Important causal associations have been suggested by results of this
type of studies. The detailed description is beyond the scope of this module.

Rationale for conducting ecological studies, and purpose

of this type of studies in public health
There are several reasons for the widespread use of ecologic studies in epidemiology,
despite frequent cautions about their methodological limitations (2,3,7-10):
1. Low cost and convenience.
Ecologic studies are inexpensive and take little time because various secondary
data sources, each involving different type of information needed for the analysis,
can easily be linked at the aggregate/population level. For example, data obtained
from population registries, vital statistics records, large sample surveys, and the
census are often linked at the state, county or census-tract level.
2. Measurement limitations of individual-level studies.
In environmental epidemiology and other research areas, we often cannot
accurately measure relevant exposures of doses at the individual level for large
numbers of subjects — at least not with available time and resources. Thus, the only
practical way to measure the exposure may be ecologically. This advantage is
especially true when investigating apparent clusters of disease in small areas
(14). Sometimes individual-level exposures, such as dietary factors, cannot be
measured accurately because of substantial within-person variability; yet
ecologic measures might accurately reflect group averages.
3. Design limitations of individual-level studies.
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Individual-level studies may not be practical for estimating exposure effects if
the exposure varies little within the study area. Ecologic studies covering a
much wider area, however, might be able to achieve substantial variation in
mean exposure across groups.

4. Interest in ecologic effects and hypotheses generation.
As noted above, the stated purpose of a study may be to assess an ecologic
effect; i.e. the target level of inference may be ecologic rather than biologic —
to understand differences in disease rates among populations. Ecologic effects
are particularly relevant when evaluating the impacts of social processes or
population interventions such as new programs, policies, or legislation.
However, an interest in ecologic effects does not necessarily obviate the need
for individual-level data.

5. Study group-specific effects.
This is important since in public health interventions are performed at the
group level rather on the individual level.

6. Simplicity of analysis and presentation.
In large complex studies conducted at the individual level, it may be
conceptually and statistically simpler to perform ecological analyses and to
present ecological results than to do individual level analyses. For example,
data from large periodic surveys are often analyzed ecologically by treating
some combination of year, region, and demographic group as the unit of
analysis.

Despite several practical advantages of ecologic studies, there are many
methodological problems that severely limit causal inference (on the individual
level), including ecologic and cross-level bias, problems of confounder control,
within-group misclassification, and lack of adequate data, temporal ambiguity,
co-linearity, and migration across groups (15).

CASE STUDIES

Case study 1: Standardized death rate in relation to

Gross domestic product in countries of European

Region of World Health Organization

Introduction
As an example of an ecological study could be observation of relationship between
different measures/indicators, available on the level of countries, i.e. the indicators,
available from Health for All data-Base of European Region of World Health
Organization (16). For this module, we have chosen to present the relationship
between standardized death rate (SDR) because of all causes in all age groups per
100,000 population, and Gross domestic product (GDP) per capita (in US$), in
countries of European Region of World Health Organization. The data for the year
2001 were chosen since for this year they were available for most of the countries of
the region.

Ecological Studies: Basic Principles
METHODS AND TOOLS IN PUBLIC HEALTH 297




Scatter plot
In Figure 3, the scatter plot of SDR because of all causes in all age groups per
100,000 population, and GDP per capita, in countries of European Region of World
Health Organization, is presented.

Figure 3.
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Standardized Death Rate (SDR) due to all causes in all age groups per 100,000
population in relation to Gross Domestic Product (GDP) (in US$), in countries of
European Region of World Health Organization (data for 2001). LEGEND: ALB
- Albania, AND - Andorra, ARM - Armenia, AUS - Austria, AZE - Azerbaijan,
BRU - Belarus, BEL - Belgium, BH - Bosnia and Herzegovina, BUL - Bulgaria,
CRO - Croatia, CYP - Cyprus, CZR - Czech Republic, DEN - Denmark, EST -
Estonia, FIN - Finland, FRA - France, GEO - Georgia, GER - Germany, GRE -
Greece, HUN - Hungary, ICE - Iceland, IRE - Ireland, ISR - Israel, ITA - Italy,
KAZ - Kazakhstan, KYR - Kyrgyzstan, LAT - Latvia, LIT - Lithuania, LUX -
Luxembourg, MAL Malta, MON - Monaco, MTN - Montenegro, NET -
Netherlands, NOR - Norway, POL - Poland, POR - Portugal, MOL - Republic of
Moldova, ROM - Romania, RUS - Russian Federation, SMA - San Marino, SER -
Serbia, SLO - Slovakia, SVN - Slovenia, SPA - Spain, SWE - Sweden, SWI -
Switzerland, TAJ - Tajikistan, MAC - TFYR Macedonia, TUR - Turkey, TUS -
Turkmenistan, UKR Ukraine, UK - United Kingdom, UZB - Uzbekistan.
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From this scatter plot could be seen that relationship between observed variables is
not linear, so further analysis will not be just simple one, and the Pearson’s
correlation coefficient that assumes linearity of the relationship cannot be used.

Correlation analysis
One method to overcome the problem of non-linearity is that countries are classified
in three groups according to GDP. It would be reasonable to make following groups:
e  GDP up to 2999 US$ per capita;
e  GDP 3000-7999 US$ per capita, and
e GDP 8000 US$ per capita or higher.

The boundaries were set arbitrary and only for the purposes of demonstration of one
way of analysing ecological study data, and do not in any case mean that these
boundaries are argumented.

In Table 2, values of correlation coefficients (r) in these groups are presented.

Table 2. Correlation coefficients in countries of European Region of World Health
Organization, grouped according to GDP per capita.

Group according to GDP per capita Correlation coefficient (r)
GROUP 1: GDP up to 2999 US$ 0.182
GROUP 2: GDP 3000-7999 US$ -0.714
GROUP 3: GDP 8000 US$ or higher -0.190

Interpretation of the results
From results of correlation analysis for three groups according to GDP could be
concluded that GDP per capita is important factor in reducing general mortality in the
population but only in a specified interval. Our results indicate that this interval is
approximately between 3000 and 8000 US$. Only when a country attains certain level
of GDP, it could expect that mortality could start to decrease. We could estimate that
this threshold is about 3000 US$ per capita. It is interesting that also after a specified
threshold increase in GDP per capita has no longer influence on reduction of general
mortality of a population.

These results are valid only for the population level, and in any case not for an
individual level.

Where were in 2001 PH-SEE Network Countries?

The scatter plot presented in Figure 3 could be supplemented with additional
information. This could be very illustrative.

Since we are preparing this module for helping public health teachers from
PH-SEE Network, it could be interesting to add on the scatter plot the information on
participation of a county in PH-SEE Network (17).

Unfortunately, even we have chosen the year 2001 as the year with the most
data available on both analyzed variables, data for both variables were not available
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for Bosnia and Herzegovina, Montenegro, and Serbia for this year in Health for All
database for the year 2007.
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Figure 4. Standardized death rate (SDR) because of all causes in all age groups per 100,000
population in relation to Gross domestic product (GDP) (in US$), in countries of
European Region of World Health Organization , by participation in PH-SEE
Network (data for 2001). LEGEND: ALB - Albania, BUL - Bulgaria, CRO - Croatia,
GER - Germany, GRE - Greece, MAC - Macedonia, MOL - Moldova, ROM -
Romania, SVN - Slovenia.

Some tips for SPSS users
Performing basic analysis of simple ecological study in SPSS statistical programme is
rather simple (18), nevertheless some tips could be welcome.

Data entry
Figure 5 presents the data matrix for analysis of ecological study data. We need to
have five variables what mean five columns. Beside column with data on SDR
and GDP, we at least have to have the column with country codes. Additionally
we provided the information on participation in PH-SEE Network (codes: 0 - no,
1 - yes, 2 - associated partner), and group according to GDP (codes: 1 - GDP up
to 2999 US$, 2 - GDP 3000-7999 US$, 3 - GDP 8000 US$ or higher)
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Figure 5. SPSS Data Editor window with data properly prepared for making ecological study
scatter plot in SPSS statistical programme.

Scatter plot
It is rather complicated to explain how to draw a scatter plot by using options offered
by menu Graphs that is available for example from the SPSS Data Editor window.
Instead of this we are rather providing SPSS Syntax Editor window with syntax for
making ecological study scatter plots as presented in Figures 3 and 4. The syntax is
provided in Figure 6.

File Edit View Data Transform Analyze Graphs Utlities Run  Window Help

EHE D » Bk é » @ %]

lcraPH [
/SCATTERPLOT (BIVAR) =GDP WITH 3DR BY COUNTRY (NAME)
/MISSING=LIZTWISE .

GRAFH
/SCATTERPLOT (EIVAR)=GDP WITH SDR EY PHSEE BY COUNTRY (NiME)
/MISSING=LISTWISE .

SPSS Processar is ready

Figure 6. SPSS Syntax Editor window with syntax for making ecological study scatter plots as
presented in Figures 3 and 4 in SPSS statistical programme.

The results of running the first syntax presented in Figure 6 is presented in Figure 7.
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Figure 7. SPSS Viewer window with basic scatter plot in SPSS statistical programme.

Basic (default) scatter plot could be adapted according needs of the use using SPSS

Chart Editor.
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Figure 8. SPSS Chart Editor window with communication windows for adapting scatter plot
according to user needs (e.g. as presented in Figures 2 and 3) in SPSS statistical programme.
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Corerrelation analysis
Correlation analysis could be performed in SPSS using different procedures. The
most simple is to use procedure Bivariate Correlation (Figure 9). The results of
running this procedure are presented in Figure 10.

& PH-SEE Network Parti
& GDPGROUP
& PHSEE | 0 (FILTER) [f

Wariables:
fSDF\, all causes, all ag
& GDP per capita 1US4] |

(21

Carrelation Coefficients

Pearson [ | Kendal'staub  [] Spearman
Test of Significance
Two-tailed ) Dne-tailed

Flag significant corelations

o

Figure 9. SPSS dialog box for running the Bivariate Correlation procedure in SPSS statistical

programme.
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Figure 10. SPSS Viewer window with results of running Bivariate Correlation procedure in
SPSS statistical programme.
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Case study 2: Hypertension (self-rated) in relation to
average monthly gross earnings per person in paid
employment in nine health region of Slovenia
Introduction
The second case study is basing on Slovene data. In this case we have used data
from two different sources, being:

e data from the Statistical Yearbook of the Statistical Office of Republic of
Slovenia (19) on gross earnings per person in paid employment on the
community level. Since we needed the information on the level of nine
health regions, we averaged values of communities, covered by
corresponding Regional Institutes of Public Health;

o data on hypertension prevalence from CINDI Health Monitor Survey 2001
(20).

Thus we used data from one routine data source and data from one periodical survey.
Scatter plot

In Figure 11, the scatter plot of hypertension prevalence, and gross earnings per
person in paid employment, is presented.
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Figure 11. Percent of adults with hypertension (self-reported) in relation to average monthly
gross earnings per person in paid employment in EUR, in nine health regions of
Slovenia (data for 2001). LEGEND: CE - Celje Health Region, NG - Nova Gorica
Health Region, KP - Koper Health Region, KR - Kranj Health Region, LJ -
Ljubljana Health Region, MB - Maribor Health Region, MS - Murska Sobota
Health Region, NM - Novo mesto Health Region, RA - Ravne Health Region.
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From this chart we could assume that rather strong negative correlation is present
between variables we put in relation. The relationship is very close to linear, thus
Pearson’s correlation coefficient could be calculated.

Correlation analysis
Correlation analysis confirmed our observation — value of Pearson’s correlation
coefficient is — 0.716, indicating rather strong negative correlation.

Interpretation of the results
From results of correlation analysis could be concluded that amount of average
monthly gross earnings per person in paid employment is important factor in reducing
hypertension in the population.

Again, these results are valid only for the population level, and in any case not
for an individual level.

Is there some other pattern?
The scatter plot presented in Figure 11 could be supplemented with additional
information on geographical location of health regions. This could be very illustrative
(Figure 12).
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Figure 12. Percent of adults with hypertension (self-reported) in relation to average monthly
gross earnings per person in paid employment in EUR, in nine health regions of
Slovenia by rough geographical location of health regions (data for 2001).
LEGEND: CE - Celje Health Region, NG - Nova Gorica Health Region, KP -
Koper Health Region, KR - Kranj Health Region, LJ - Ljubljana Health Region,
MB - Maribor Health Region, MS - Murska Sobota Health Region, NM - Novo
mesto Health Region, RA - Ravne Health Region.
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It is interesting that situation is the best in the western part of Slovenia, and it is
worsen in direction towards eastern part.

EXERCISE

Task 1
Carefully read the theoretical background on this module, and recommended
readings.

Task 2
Using snowball technique, discuss the characteristics of ecological studies. Special
attention pay on problems in interpretation of results of this type of epidemiological
studies.

Task 3

In table 3, you will find data on obesity prevalence for 12 statistical regions of
Slovenia for the year 2001. From the Web Page of Statistical Office of Republic of
Slovenia  (http://www.stat.si/eng/index.asp) find Statistical Yearbook with
corresponding data (http://www.stat.si/eng/pub_letopis_prva.asp) on gross earnings
per person in paid employment for 12 statistical regions of Slovenia (NOTE: in 2001
in Slovenia the currency was Slovenian tolar; the conversion rate to Euros is 1:
239.64). If available, make the scatter plot using SPSS statistical programme,
otherwise make it manually.

Table 3. Data on obesity prevalence for 12 statistical regions of Slovenia for the year 2001.
Data originate from CINDI Health Monitor Survey 2001 (20), and were prepared
exclusively for this module.

Statistical region Obesity prevalence (%)
1. Pomurska 18.8
2. Podravska 16.3
3. Koroska 11.2
4.  Savinjska 16.1
5. Zasavska 18.8
6.  Spodnjeposavska 21.6
7. Jugovzhodna Slovenija 17.8
8.  Osrednjeslovenska 13.2
9.  Gorenjska 12.6
10. Notranjsko-kraska 144
11. Goriska 9.6
12. Obalno-kraska 14.0
Task 4

In a group of three students prepare an example of ecological study using the World
Health Organization, Regional Office for Europe Health for all Data Base
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http://www.stat.si/eng/index.asp
http://www.stat.si/eng/pub_letopis_prva.asp

(http://www.euro.who.int/hfadb). Make a choice by yourselves. Provide short

interpretation. The results are meant to be part of an assessment.
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Learning objectives

After completing this module students should:
o know the definition and characteristics of cross-sectional studies;
o be familiar with designing phase of cross-sectional studies;
¢ be familiar with planning phase of cross-sectional studies.

Abstract

Cross-sectional studies are observational epidemiological studies of health
status of the population in which a cross-section through frequency and
characteristics of health outcomes and other health related events like
exposures are studied and therefore provide prevalence data. They are very
applicable in searching for general insight in health states and conditions
that last a relatively long time as well as various for risk factors for them.
They provide descriptive information for designing other types of
epidemiological studies.

The module is describing principles of cross-sectional surveys,
especially their designing and planning phase.

Teaching methods

An introductory lecture gives the students first insight in characteristics of
cross-sectional studies. The theoretical knowledge is illustrated by a case
study. After introductory lectures students first carefully read the
recommended readings. Afterwards they discuss the characteristics of
cross-sectional studies with other students, especially the designing and
planning phase of this type of epidemiological studies. In continuation,
they need to find published materials (e.g. papers) on cross-sectional
studies and present their findings to other students.

Specific o work under teacher supervision/individual students’ work proportion:
recommendations 30%/70%;
for teachers e facilities: a lecture room, a computer room;

e equipment: computers (1 computer on 2-3 students), LCD projection,

access to the Internet and bibliographic data-bases;

¢ training materials: recommended readings or other related readings;

o target audience: master degree students according to Bologna scheme.
Assessment of Multiple choice questionnaire.
students
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CROSS-SECTIONAL STUDIES
Lijana Zaletel-Kragelj, Ivan ErZen

THEORETICAL BACKGROUND

About cross-sectional studies
Definition and description

There exist several similar definitions of cross-sectional studies (CSS):

according to Last et al. (1), CSS are studies that examine the relationship
between diseases or other health-related characteristics, and other phenomena
of interest in a defined population at a particular time,

a summary of several other definitions is that CSS are observational
epidemiological studies of health status of the population in which a »snap-
shot« of or a cross-section through frequency and characteristics of health
outcomes and other health related events like exposures are studied (2-6). This
characteristic also gave the name to this type of epidemiological studies,

CSS are studies that measure the prevalence of health outcomes or
determinants of health, or both, in a population at a specific point in time, or
over a short period (Figure 1) (4).

CROSS-SECTION THROUGH HEALTH STATUS CROSS-SECTION THROUGH HEALTH STATUS
OF THE POPULATION IN A POINT IN TIME OF THE POPULATION IN A SHORT PERIOD
(outcomes and exposures ) (outcomes and exposures )

1
1
1
1
1

POPULATION 1
1
1
]
: time
1

Figure 1. Schematic presentation of a cross-sectional study.

Health outcomes and other health related events could be measured in CSS on
different measurement scale. In those CSS in which the outcome event is
dichotomous the prevalence of this dichotomous event is recorded. This is the
reason that CSS are also called prevalence studies (3,5,7,8). Prevalence studies
thus could be on one hand regarded as a subgroup of cross-sectional studies,
while on the other hand all CSS could be regarded as prevalence studies since
we can dichotomize values of every observed outcome.
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The selected specific point in time could be a time window within which data
are collected (e.g. calendar week or month). It could also be a specific point in time in
the course of events, differing in respect of each individual study subject with regard
to the actual time (beginning of schooling, retirement, etc.) (3,9,10).

Frequently, CSS are designated as surveys.

Advantages and disadvantages
There exist several advantages and disadvantages of CSS (2,4,8,10). They are
summarized in Table 1.

Table 1. Some advantages and disadvantages of cross-sectional studies.

ADVANTAGES

DISADVANTAGES

1. Relatively easy, quick and inexpensive,

2. Good study design for hypothesis
generation,

3. Health outcome is measured at one point in
time and the exposure may be measured
from the same individuals at the same time
and/or historical exposure information may
be available,

4. Suitable for studying multiple exposures
and/or multiple health outcomes,

5. Suitable for assessment of the prevalence
of the events,

6. Suitable for estimating overall and specific
health events prevalence,

7. Suitable for observation of frequent states
of long duration,

8. Particularly suitable for observation of
non-fatal diseases, degenerative diseases
with no clear point of onset (e.g. Chronic
bronchitis), or for examining effects on
physiologic variables (e.g. blood pressure,
serum glucose etc.),

9. Suitable for monitoring of the relationship
between permanent and invariable
exposures (risk factors) and health
outcomes,

10. High generalizability,
11. Often good first step for new study issue in
public health,

12. Good for public health programmes and
health care service planning.

Study design not always appropriate,

Susceptible to selection bias (possibility
of high proportion of long term
survivors) i.e. individuals who either
recover or die from a disease quickly
have less of a chance of being included
in the disease group,

Susceptible to misclassification (e.g.
recall)

Not suitable for rare diseases/exposures,
or diseases/exposures with short
duration

Not a useful study design for
establishing causal relationships
because of problems with temporal
sequence of data but this problem could
be avoided in repeated cross-sectional
studies.

Aims
The aims of the CSS are:
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o to describe the frequency and characteristics of the observed health related
phenomena at a certain point in time or within a time window (3,6),
o toanalyse the relationship between two or more health related phenomena (2,4),

Since CSS are useful in description and in analysis of health phenomena they could
be classified among descriptive (3,6), as well as among analytical epidemiological
studies (2,4). Today they represent one of the most important tools of evidence based
public health (11)

Methods

Sources of data
Theoretically, the source for CSS is a population. But since total population is usually
hard to reach, a sample is drawn from the population. Not all members of a population
or a sample under observation respond to the invitation and take part in CSS. These
relations should be clear.

1. Population.

All epidemiologic studies are based on a particular population. In this respect

we need to distinguish between target and source population:

e target population is the population which is to be subject to inference on
the basis of the results of the CSS (1,4),

e source population is the group of participants from whom we have
collected data (4). It is also called the study population or base
population.

Source and target population could be the same.
2. Sample.
Since CSS is usually not possible to be conducted on the total source
population, usually a sample is drawn.
There are several methods of sampling. In general, they could be
classified into two major groups (9):

e probability sampling — this type of sampling is also called random
sampling. Types of random sampling procedures are simple random
sampling, systematic sampling, multi-stage sampling, stratified random
sampling and cluster sampling (4,9,12),

e non-probability sampling - convenience sampling and purposive
sampling are the types of non-probability sampling procedures (4,9,12).

In epidemiology, probability sampling is preferred.

The sample size depends on the characteristics of population under
observation, on the purpose of the CSS, methods of data collection and data
analysis methods.

3. Respondents.
We usually cannot include all residents invited to take part in the CSS
(selected in a sample) as some of them could simply not be found and the
others refuse to cooperate. Those willing to take an active part in the CSS are
representing only a sub-group of the randomly selected sample. They are
called respondents or participants.
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A lot of effort should be put to reach as high response rate as possible in
order to avoid as much selection bias as possible (4,7,9).

Tools and methods of data collection
There exist several tools and methods for data collection in cross-sectional studies.
1. Tools for data collection.
Collection of data in CSS could be carried out:

e by the means of questionnaires which enables to pose the same
questions in the same way to each respondent in the CSS. The
questionnaire should be as short as possible and each question should
be well considered (4,9),

e by the means of health examination including diagnostic and laboratory
tests.

According to which tool is used to collect data there exist two main
types of CSS (13):
¢ health interview surveys or HIS surveys in which collection of data is
carried out only by the means of questionnaires, and
e health examination surveys or HES surveys which are usually a
combination of questionnaires and health examination including
diagnostic and laboratory tests.
2. Methods of data collection.
In HIS, questionnaires may be communicated to the randomly selected study
subjects in three ways: through mail, through personal interview or through
telephone interview. Each of these methods has their own advantages and
disadvantages (9), which are summarised in Table 2.

In HES, the contact between participants and research personnel is
personal since the health examination is a component part of the CSS. In this
type of surveys, also questionnaires are usually communicated to the randomly
selected study subjects through personal interview.

Preparing data for analysis and analysis
Getting data ready for analysis in CSS starts already at drafting the questionnaire
where in respect of individual questions the codes for different answers are already
predefined. The encoded data are then entered in the data matrix or data spreadsheet.
For data entry the widely used spreadsheet programmes may be applied, however the
analysis should be carried out by the means of one of the quality programmes specific
for statistical analysis of data.

The basic analyses encompass the assessment of the prevalence® of phenomena
under observation as a frequency measure in CSS studies.

Whenever we also wish to observe the relationship between a disease and a
risk factor, the whole group of observed subjects should be divided with respect to
exposure to the effect of the risk factor. By the term w»risk factor« different

® NOTE: there exist several different types of prevalence measures: prevalence risk, prevalence
rate and prevalence odds (14).
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characteristics of respondents are indicated, which are already known to be related to
their health status, and which, should be prevented or the extent of effect of which
should be decreased (1,15). The assessments of prevalence of observed health
outcome for each observed sub-group should be calculated, to be then compared.

Table 2. Some advantages and disadvantages of three different ways of intermediation of
questionnaires to the respondents in cross-sectional studies.

ADVANTAGES

DISADVANTAGES

MAIL QUESTIONNAIRES

1. low costs 1. possibility of low response rate
2. rapid implementation 2. small individual adaptability at posed
3. respondent fills-in the questionnaire at questions (no help of interviewer)
the most appropriate time for her/him 3. not possible to use more complicated
4. high level of anonymity questions
5. uniformity of posed questions 4. possible influence of social environment
6. no bias resulting from subjectivity of (family members)
the interviewer 5. identity of the person who completed the
7. respondent may check her/his answers questionnaire can not be controlled
8. easy access to respondents 6. order of precedence of answers to
questions can not be supervised
7. many questions may not be answered to
8. spontaneity of answers can not be
supervised
9. non-verbal messages of the respondent
can not be observed
10. possibility of selection bias due to low
response rate
FACE-TO-FACE INTERVIEWS
1. high adaptability of the interviewer to 1. very high costs
the responder’s understanding of 2. conduction taking long time
questions 3. respondent can not supervise and check
2. possibility of high response rate her/his answers
3. non-verbal messages of respondent can 4. possibility of not-suitable time for
be assessed filling-in
4. possibility of supervising the 5. low anonymity rate
environment in which the respondentis 6. less unified way of posing questions
completing the questionnaire 7. possibility of difficult access to
5. possibility of supervising the order of respondents
precedence of answering the questions 8. possibility of bias due to the influence of
6. higher possibility of spontaneity of interviewer
answers
7. possibility to control the identity of
respondent
8. possibility of posing more complicated
questions
9. supervision over completeness of
answers
Cross-sectional Studies
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Table 2. Cont.

ADVANTAGES DISADVANTAGES
TELEPHONE INTERVIEWS
1. possible adaptability of the interviewer 1. high costs
to the responder’s understanding of 2. conduction taking a long time,
questions however not as long as at personal
2. possibility of supervising the order of interviews
precedence of answering the questions 3. respondent can not supervise and
3. possibility of spontaneity of answers check her/his answers
4. possibility of posing more complicated 4. high possibility of not-suitable time for
questions filling-in
5. supervision over completeness of 5. possibility of low response rate
answers 6. low anonymity rate, however higher

than at personal interviews

7. less unified way of posing questions

8. possibility of bias due to the influence
of interviewer

9. the control of the identity of person
who completed the questionnaire not
possible

10. non-verbal messages of the respondent
can not be observed

Strength of association may be assessed in different ways. We can observe the
difference between two prevalence risks or rates, or the prevalence risk or rate ratio,
as well as use the odds ratio (16).

Presentation and interpretation of the results
The results of CSS may be presented in different ways depending on for who the
presentation is intended:

e to the expert public, results are usually presented in the form of articles
published in scientific and other journals, or as presentations at different
meetings,

o wider laic public is usually informed through the mass media; nowadays also
web pages are frequently applied media.

Interpretation of results should be carried out with all due attention and impact
of possible biases and errors, which were eventually done during the designing,
planning or conducting of the CSS, should be taken into consideration. We should be
aware, that the prevalence should be interpreted with a lot of caution, taking into
account all potential influences on its value. Even if the errors are not the evident
explanation for the observed relationship between the two phenomena, possibility of
causality should be assessed very carefully.
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Course
The course of a CSS should follow the general principles, which are common to most
study designs, so to CSS as well.

Phases and periods of the course of cross-sectional studies
The whole course of CSS can be divided into different units.
The smallest unit of the CSS course is called phase of the CSS. Phases of the
CSS are usually conducted according to the following scheme (Figure 2) (4,7,17,18):
Designing phase,
Planning phase,
Organizing phase (preparation for the implementation),
Data collection/analysis phase
Results dissemination phase (interpretation and presentation of the results).

arwdE

Designing Planning
Phase Phase

‘ PLANNING PERIOD

Organizing
Phase

‘ PREPARATIONAL PERIOD ‘

Data Collection/ Results
Analysis Phase Dissemination Phase|

’ IMPLEMENTATION PERIOD ‘

THE WHOLE COURSE OF THE CROSS-SECTIONAL STUDY

Figure 2. Phases and periods of the course of the cross-sectional study (NOTE: to make the
presentation easier, at the picture all phases are represented as being of the same
duration, which does not correspond to the facts of the practice; also overlapping of
phases and periods is not taken into consideration).

As regards the duration, phases can vary significantly. With various circumstances
taken into account, they can be conducted successive or parallel or may be even more
or less intertwined among themselves. Intertwinement is usually more explicitly
expressed with the CSS of rapid course. The first and the second, and the third and the
fourth phase of the CSS are frequently intertwining.
Periods are wider units of CSS course. A single period may be consisted of one
single phase or of more phases (Figure 2):
1. Planning period of the CSS.
The first two phases of the CSS are included in the planning period —
designing and planning phases.
2. Preparational period of the CSS.
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Preparation period includes more phases than the planning period. In addition
to both phases of the planning period also the organizing phase of the CSS is
included in this period.

3. Implementation period of the CSS.

There are numerous textbooks on epidemiological methods containing
recommendations with regard to designing and planning and management of each
individual phase and/or period (4,17-19).

Although all phases/periods of CSS course are important, planning period is
the most important and most sensitive period. If designing and planning the CSS in
the wrong way, the whole CSS could be set on an inappropriate basis, and the
deficiencies of this period are very difficult to be eliminated in the later phases of the
CSS. In order to avoid as many faults as possible, the course of the CSS must be
planned systematically and with all due care. Therefore, in continuation special
attention is given in this module to recommendations for designing and planning a
CSs.

Recommendations for designing a cross-sectional study
Designing of a CSS is a creative process. A precise management of individual CSS is
very difficult to be advised. Nevertheless, common recommendations on actions in
this phase of the CSS, do exist (4,10,17,19) and are very similar to those applied in
biomedical studies in general. They can be summarised in the following steps (Figure
3):

1. Recognition and definition of
a problem and justifying the
objectives

aim, goals and information needed for

2. Determination of the [ 3. Determination of
hypotheses — L public health intervention

STEPS IN DESIGNING A
CROSS-SECTIONAL
STUDY

/ N\

4. Research on already available 5. Assessment of the
information in domestic and feasibility
international literature

Figure 3. Steps in designing a cross-sectional study.

1. Recognition and definition of a problem and justifying of the objectives for the
CSs.
The cornerstone of a CSS is usually a public health event, which is recognised
as a problem, which is so noticeable that we would like to investigate it and
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search for the possible solutions. However this is not enough. Since the public
health research field being so wide, we usually meet with problems already
when focusing on the access to a certain problem. Our decision on being
interested in something does not suffice for initiation of the CSS. This is only
to define the study problem. The selected scope of the CSS must also be
grounded. Since CSS are usually associated with big funds, these should be
grounded by arguments.

The scope of the CSS is usually grounded on one or more objectives.
However, the whole process of activities connected with the beginning of the
CSS, is usually initiated by one of them.

. Determination of the aim, goals and of the hypotheses of the CSS.

To have most clear idea on the aims and goals it is one of the most important
parts of the designing phase of CSS course. It could be helpful to know that:
e the aim of the CSS is defined as that »what we shall strive for« in the
CSS,
e the goal as that »what should be attained« during the CSS in order to
realise our striving to the maximal possible extent,
e hypothesis or assumption is our proposal for understanding of the
events and processes (our opinion on connectedness between the events
under study).

The aim and the goals should be set clearly. In the opposite case, it
could be seemed that the CSS being conducted only as its own purpose.

When determining hypothesis at CSS, problems are usual to arise. CSS
are distinguishable from other studies in medicine for being first of all oriented
in studying the size of health problems (its extension), rendering the
hypothesis often possible to be set only upon the results obtained. CSS are
primarily meant to set as a result the hypotheses which should be then tested in
another study design.

. Determination of information needed for public health intervention.

With the aim to collect as many information on the problem as possible and to
avoid collecting too much data, we should consider carefully which data to be
of use for solving the problem. These are data, among others, for exact
evaluation of the size and spread of the problem as well as data for forming the
strategies for solving the problem.

. Research on already available information in domestic and international

literature.

Aiming at determining the problem exactly, as well as the purpose and the
goals of the CSS thereof, we have to carry out preliminary review on similar
CSS at home or abroad, if available. Such a review could serve on one hand in
choosing similar methods, but on the other hand it could result even in a
decision that the CSS shall not have to be conducted in such a wide extent as it
has been anticipated at the beginning. Besides it could also point out the
possibilities and limitations at studying the selected problem.

. Assessment of the feasibility of the planned CSS.

When the planned CSS is established to be worth of conducting, it is to be
estimated if:
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there are enough funds ensured at least for starting of the CSS,
possibilities are existing for sustainability of the CSS,

there are enough human sources for its execution,

the CSS is feasible in the population,

the CSS shall result in the information we are looking for,

information, when collected and analysed, shall still be interested and
useful.

Recommendations for planning a cross-sectional study
When we believe that the CSS is worth of conducting and that at least the main part of
it is feasible, we shall set about its planning and assuring funds for the same (4,17-19)
The steps in this phase are as follows (Figure 4).

a. Selection of methods b. Determination of ethical principles

¢. Scheduling the study \ / d. Determination of dissemination channels

N /7

1. Detailed planning of the implementation

|

STEPS IN PLANNING A
CROSS-SECTIONAL
STUDY

|

2. Ensuring funds

Figure 4. Steps in planning a cross-sectional study.

1. Detailed planning of the implementation of the CSS.
Planning of the CSS is considered to be determination of supporting points in
conducting of the CSS which shall enable us to make intended steps, and the
way of their carrying out. Planning of the CSS should include the following
elements:
a. Selection of the method of approach.
Different research methods were established by different sciences. The
public health research is characterised by intertwining of biomedical
and social sciences approaches (6,16). Regardless to this, following
should be determined and/or argued:
e what the target population is,
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how to select a sample from the source population and its size,
tools and methods of collection of data,

tools and methods of data analysis,

results dissemination channels.

b. Determination of ethical principles.

The question whether to conduct a CSS is depending also in great deal on
ethical problems. Therefore ethical instructions for the CSS s have been
prepared by the World Health Organization (WHO) (20), basing these on
the Helsinki Declaration (21) and other ethical principles (22).

In general, ethical principles of the CSS should keep to basic
ethical principles in biomedicine, however differing from them. The
CSS of such kind shall bear the responsibility on two levels — on the
level of individuals and on the level of the community thereof. Such
responsibility does not refer only to individuals and communities taking
part in individual study, but also to other people, health of which could
be protected or improved by the means of the results of the CSS.
Therefore all respondents must be informed that with taking part therein
something useful shall be done in respect of their own health as well in
respect of the health of the community (5,22).

According to ethical principles, each individual should be
acquainted with the purpose and course of the study. This should be
paid special attention to when possible harmful effects are included.
Each individual who decided to cooperate in the CSS shall have the
right to withdraw there from at any time. If the person decides to
cooperate we shall ask him/her for his/her consent. This could be in the
form of a signed consent - informed consent, or a returned completed
questionnaire shall be deemed a consent.

In CSS, the right to privacy of an individual and to
confidentiality of information should be respected. However we are
also obliged to inform the population on what we shall be doing and
why and which shall be their benefits resulting thereof. Therefore all
proposals for the CSS of this kind should be first addressed to the
corresponding commissions (10).

. Scheduling the CSS.

Duration of the CSS should be planned in advance. The timetable of the
course as a whole and separate phases as well must be done. In order to
be able to follow the timetable, each phase shall be set dates called
milestones.

. Determination of dissemination channels.

In the case of a CSS, also the dissemination channels i.e. how to present
results to different public is recommended to be determined.

2. Searching for possibilities of ensuring funds for conduction of the CSS.
During the planning phase of the CSS, special attention should be put to
ensuring the funds. Since epidemiological CSS are by the rule expensive,
financing by the means of one big or more sources shall be needed. Therefore
institutions should be found prior to start conducting the CSS, which shall have
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interest in the problem and which shall also be willing to invest some funds in
the implementation.

At the end of this phase considered also the end phase of the planning period of the
CSS, a protocol of the CSS needs to be fully worked out.

The protocol — a plan of a cross-sectional study
Final product of the planning period is a study plan, composed of a conceptual and
implementing part. Such plan is called protocol of the CSS (4,7).
The CSS protocol should be composed of the following parts:
Problem under observation and objectives of the CSS,
Aims and goals of the CSS,
Methods,
Ethical principles,
Time schedule of the course,
Results dissemination channels,
References.

Nogak~wdPE

CASE STUDY: CINDI HEALTH MONITOR SURVEY IN
SLOVENIA, 2001

Introduction
The CSS entitled »Risk factors for non-communicable diseases in adults in Slovenia« (23)
was the first CSS conducted in Slovenia to such large extent, aiming at studying health
behaviour of the population (smoking, nutritional and exercise habits, habits connected to
drinking alcoholic beverages, behaviour connected with the road-traffic safety, etc.) on the
national and at the same time on the regional level.

By the means of this CSS, an attempt to establish the system of monitoring of
health behaviour of Slovene population was intended to be made.

Conceptually, this CSS represented a part of a wider WHO project CINDI
Health Monitor (CHM) (24). The project was conducted within the international
programme for combating the non-communicable diseases of the WHO Countrywide
Integrated Non-communicable Diseases Intervention (CINDI) Programme (24-28).

The ongoing WHO CHM project is mostly aiming at monitoring, assessing
and comparing the trend of health behaviour in CINDI countries with different
politically-economic systems. Owing to comparability, monitoring should be
conducted under the uniform methodology.

The CHM methodology is based on the project Finbalt Health Monitor (24,29),
which involves Finland and Baltic Republics Lithuania, Latvia and Estonia. The
project is coordinated by Finland, due to its rich tradition and great experiences and
successes in preventing non-communicable diseases. The most well-known project is
the North Karelia Project (24). In this project, which is now lasting for more than 25
years, Finns succeeded to decline the coronary mortality rate among the male
population aged 35-64 years, by about 75% (30). Besides, Finland is collecting data
on health behaviour of its adult population on a random sample each year, starting in
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1974. For this purpose they make use of mail CSS. Through the project Finbalt Health
Monitor they started to spread their experiences also to the neighbouring countries. In
1990, Estonia was first to joint the project, to be then followed by Latvia in 1994 and
Lithuania in 1998.

Since the Slovene survey of health behaviour represents a part of the CHM
project, it can be also called CHM survey of Slovenia (CHMS-SI).

The activities associated with the CHMS-SI started at the end of February 2001.
At that time, a first joint meeting was organised upon the initiative of the
representatives of the Ministry of Health (MH). It was participated by representatives
of the institutions, the knowledge and capacities of which enabled them to collaborate
in the survey: CINDI Slovenia (CINDI-SI), Faculty of Medicine (FM), National
Institute of Public Health of the Republic of Slovenia (NIPH) and regional health
protection institutes (RHPI).

The first two tasks of invited public health experts were to communicate the
idea of the survey to their institutions, and to assess the feasibility for carrying out
such an extensive survey in Slovenia, which was to result in setting the basis for the
system of monitoring of the health behaviour of the population. The estimation was
not easy to be reached. The biggest problem represented an extremely short term,
planned for the survey to be started. It was planned to be started in the middle of May
of the same year. The third task was to find other public health experts, capable and
willing to cooperate in such an extensive project outside the invited group. The
meeting was aiming at forming a research group in the shortest possible time, which
would be able to make the entire plan for the survey within the available period of
time, and also to initiate the implementation thereof within the planned term.

All institutions which were invited to collaborate in the project, agreed to the
collaboration. The research group was also formed quickly. Within the short time
given, the group managed to make the plan for implementation of the survey and to
start the survey within the planned term.

Designing phase
Recognition and definition of a problem and justification of the

objectives of the survey

A problem
In Slovenia the problem of preterm mortality caused by non-communicable diseases
has become so important that the need for studying and solving it has become evident
(23,31).

Non-communicable diseases were in Slovenia, similar as in other European
countries, one of the leading causes of death (31). Mortality rate resulting from such
diseases was in Slovenia higher than for example in France, Germany, Italy, or in
Finland, but lower than in Baltic republics (31).

Objectives
The need for studying and solving the problem of preterm mortality, caused by non-
communicable diseases, was based on following objectives:
1. The first objective was related to the risk factors for non-communicable
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diseases.

The problem of non-communicable diseases is mostly related to behavioural
risk factors (12). When reviewing the existence of studies conducted within the
period from 1991 on, the real estimation of the extension of these factors in
Slovenia was shown not to be actually assessed before the CHMS-SI was
started (32).

2. Second objective represented the guidelines of the Slovene health policy in the

field of health care and health insurance development. These guidelines were
determined in the National Health Care Programme of the Republic of
Slovenia (NHCPRS) (33).
In this programme, rising of the quality of health of the Slovene inhabitants
was pointed out, as well as adjustment and improvement of the health system's
operating in relation to the financial possibilities of Slovenia. In the
programme, also the aims of the WHO were taken into consideration, which
have been laid down in two documents: »Health for all« (34) and »Health 21«
(35). The priority tasks of the NHCPRS were among others the following:

o stimulating all holders of the health care to collaborate in forming and
carrying out of the programmes on health promotion,

e stimulating research of the population health by the means of
interdisciplinary researches, first of all researches of life style and
health behaviour patterns of people and the influence thereof on the
health of the population,

e taking part in the comprehensive programmes of health promotion of
the WHO and EU, and

e implementing the strategy of health protection of the population in
compliance with the guidelines laid down in the documents of the
WHO.

All stated above was jointed in the CHMS-SI.

3. The third objective was the key aim of the international CINDI programme
(23,25-28), based on the health promotion and prevention of the risk factors
for non-communicable diseases. Slovenia has been taking part in the CINDI
programme unofficially for over ten years, however officially from 1993. Also
the aims thereof are in compliance with the strategic aims of the WHO.

4. The fourth objective was the new development policy of the CINDI programme.

A decision was adopted in June 2000 at the headquarters of CINDI at the WHO
Regional Office for Europe, to upgrade their activity (25-28). Surveys conducted
up to that time, were limited only to demonstration areas of the participating
countries. There were two surveys already conducted in Slovenia up to that time in
1991 and in 1996 (36,37), which were limited to the Ljubljana region only. With
the stated date, the activities were supposed to be moved from community-regional
level to the national level. The surveys were to be conducted each two years at the
most instead of each five years. The activities were entitled CINDI Health Monitor
(CHM) (24). This decision was based on the assessment that behavioural patterns
linked with non-communicable diseases in wider Europe area, needed to be
evaluated and improved. At the CINDI Winter School, held about one half of the
year later in Helsinki, on 12 and 13 February 2001 (24), the representatives of
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Slovenia, among which the representatives of the MH, the NIPH, RHPIs and
CINDI-SI, estimated that a survey under the methodology CHM could be
conducted in Slovenia already in the spring of 2001. Upon this decision, our survey
was started.

Determination of the aim and goals

Aiming at contributing to detailed knowledge on health behaviour of adult population in
Slovenia and consecutively contributing to realisation of the measures of the priorities
determined in the NHCPRS (33), following goals were set as main (23):

e to investigate smoking habits on national and on regional level,

¢ to investigate nutritional habits on national and on regional level,

¢ to investigate alcohol consumption habits on national and on regional level,
to investigate physical activity habits on national and on regional level,
to investigate oral health habits on national and on regional level,
to investigate road safety habits on national and on regional level,
to investigate burden of stress on national and on regional level.

The hypotheses were not determined at this phase of the survey since they were to
numerous. It was decided detailed hypotheses should be the issue of specific studies
based on CHMS-SI data-base.

Definition of what information is needed
In the case of a CHMS-SI survey, we did not have to consider which information should
be the result of the survey in order to be able to assess the size of the problem and to find
the ways for the resolution thereof, since with entering the project CHM we accepted a
common international questionnaire (24). The task of research group was to translate the
questionnaire correctly into Slovene language and to adjust it to conditions in Slovenia.

Research on potential availability of the required information

The review of studies dealing with the prevalence of risk factors for non-
communicable diseases in Slovenia (32) was carried out prior to the initiative event
for the survey has been started. In the review, the results of studies were included,
which were carried out in Slovenia after 1991 when our country became independent.
These were the results of surveys of the programme CINDI-SI, of the Institute of
Oncology, survey within the framework of the Slovenian public opinion (SPO), and
of some other surveys (36-45). By the means of this review, the urgent need for exact
evaluation of the spread of risk factors for non-communicable diseases in Slovenia as
a whole and in each individual health region was established.

Assessment of feasibility of the planned survey
When assessing on feasibility of the planned survey, the funds showed to suffice at
least for the beginning thereof. Human sources needed for the start of conducting of
the survey were not questionable as well. Moreover, also the information, if possible
to be collected and analysed, shall still be applicable and interesting.
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When estimating feasibility of the survey, the response of the Slovene
population to the survey and feasibility due to a short time available for the
preparations thereto, turned out to be two major unknown items.

Regarding the response of the population, studies we were able to find in the short
limited term in relation to the estimation of the response (46-48) indicated, that in Slovenia
all kinds of response rates could be expected, from very good to very bad. Therefore we
were also not able to estimate whether we shall acquire the searched information.

Nevertheless the preparations were carried on, since the CHMS-SI conducted
in 2001 should represent also the study of feasibility of setting the monitoring system
of the health behaviour of the adult population of Slovenia up.

Planning phase

Planning of the CHMS-SI survey
The planning of the CHMS-SI was in great extent directed by the WHO CHM
international project. Recommendations within the framework of this project were the
following (24):
1. Organisational recommendations.
Organisational recommendations are as follows:

e the survey should be conducted for the first time during the period
2001-2002, if possible,

e the survey should be conducted in all countries at approximate the same
season, recommended period being March-May,

e it should be carried out, if possible, at the national level,

e it should be carried out, if possible, every second year.

2. Methodological recommendations.
Methodological recommendations are as follows:

o the sample should be selected upon the principles of simple random
sampling,

e it should be of the size of at least 3000 units,

e target population should be adults preferably of the age between 25-64
years (the range could also be wider with regard to the needs of individual
country),

o the survey should be based on a common core WHO CHM questionnaire,

e a self-administered postal questionnaire is recommended; if not
possible, face-to-face or telephone interviews can be used,

e non-respondents should not be replaced with other individuals. They
should be reminded by sending them a new invitation.

Exact planning of the course of the survey

Selection of methods
When planning survey methods in Slovenia, we mostly aimed at holding on the
recommendations of the CHM, but this was not always possible. Whenever another
methodology had to be applied, we tried to deviate from the recommended to minimal
possible extent.
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1. Selection of target population.

We defined the target population in compliance with the recommendations of
the CHM (24), meaning to have included in the study adult population aged
25-64 years.

If comparing Slovenia with other countries in which similar studies were
conducted (30), determination of the target population was characterised by
regional approach. Since differences existed in mortality and certain diseases
prevalence and incidence, and in some other socio-economic indicators between
individual health regions in Slovenia (49-52), we decided to observe the target
population separately in respect of each of 9 health regions.

. Sampling method and sample size.

According to the recommendations (24), the simple random sampling should
be applied and the sample, if possible, it should be based on the population-
based registry. The sample for studying the risk factors was selected on the
basis of database of the Central Registry of Population (CRP) (53), what
entirely corresponds to the recommendations. But we selected a slightly
different sampling method. Since a single health region was selected as basic
observational unit, the stratified random sampling was applied. Individual
stratum of sample was represented by an individual health region of Slovenia.
Such sampling method was allowed by the CHM.

When determining the size of sample we were subject to the limitation
of the smallest number of 3000 units, determined by the CHM. Due to the
regional approach, the size of sample in Slovenia was differing from that in
countries in which a similar study was conducted (30). As per the final
estimations, the anticipated number of inhabitants included in the survey, was
15,426 for the whole Slovenia (from 578-4591 units in individual region). We
reasoned such high number with the planned multivariate methods of data
analysis on regional level and with the planned postal administration of
questionnaires due to which also the drop-out at response had to be taken into
consideration when estimating the size of sample (23).

. Questionnaire.

The questionnaire used in the CHMS-SI was entitled »The Health Behaviour
Questionnaire«. It originated from the project Finbalt Health Monitor (24,30).
The original CHM questionnaire was slightly adjusted to the circumstances in
Slovenia.
The content of »The Health Behaviour Questionnaire« was arranged

into the following data groups:

e basic demographic data on respondent,

e habits of the use of some medical services and evaluation of the
respondent’s health status,
smoking habits,
nutritional habits,
alcohol beverages consumption habits,
physical activity habits,
road safety habits.

Altogether there were 73 questions.
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4. Method and course of interviewing.
Upon proper consideration we selected mail survey as the method of interviewing.
Such method has also been recommended by the project CHM (24).

To respondents who would not respond within 14 days, we decided to
deliver a reminder accompanied once more by the questionnaire. If the first
reminder would still not be responded to, we decided to deliver them another
one within one week, consisting of only a letter asking them to answer the
questionnaire.

In the case if the results of simultaneous analysing of the returning of
questionnaires in Slovenia and by its regions would indicate the response to be
worse as planned at the beginning, the first reminder would be followed by the
permitted methods for stimulation of cooperation. For such purpose, the
rewarding with ,,healthy rewards* was planned, such as visiting Slovene health
resorts, healthy food such as fruit, etc.

Our expectations were that the final response of the respondents in
individual regions to be of at least 45%.

5. Statistical methods and tools.
Besides basic analysis, among which survey of distribution of behavioural risk
factors in Slovenia as a whole and by individual health regions, and basic
analysis of association, also multivariate methods were planned (23).

In respect of each of the planned analyses, methodological instructions
should be prepared and, if necessary, education on use of the instructions in
praxis, since analysis should not be carried out only in one institution, but
widespread through all health regions.

In respect of all kinds of analyses, the actual version of the statistical
programme SPSS (Statistical Package for Social Sciences) for Windows was
planned to be used.

Database for analysis was planned to be prepared upon the
recommendations of the WHO CHM group (24,54): the same names of
variables and the same codes thereof should be applied as proposed by the
WHO CHM group.

Determination of ethical principles
In the survey CHMS-SI, ethical principles and provisions of the Personal Data
Protection Act (55) were implemented in the following manners:
1. Informing population about the survey (why, when and how it would be
conducted and its benefits).
The communication channels were:

e mass media - planned to be started about fourteen days prior to sending
the questionnaire, and through advertising material in the form of
posters, aiming at getting familiar with the survey of as wide public as
possible and not of only the respondents,

e acover letter to the questionnaire and the questionnaire itself.

2. Informed consent for cooperation in the survey.
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As informed consent, a completed questionnaire returned by the respondent
would be considered, since the respondent would be doing this voluntarily.

3. Respecting the right to privacy.
We intended to respect this right as much as possible, therefore this was also
one of the reasons for having decided for mail survey.

4. Protection of personal data.
Due to the expected low response rate, we had to anticipate at least one
reminder, on account of which we had to keep a record on the respondents
already having returned the questionnaire. For that reason, the interviewing
could not be conducted absolutely anonymously. Nevertheless, the anonymity
was ensured to the maximal possible extent. At carrying out the analysis,
names and surnames of individual respondents were replaced by special
identification numbers, and only specified authorised persons were authorised
to know connection between IDs and personal data.

5. Application for approval by authorised ethical commission.
In Slovenia, a rule is in force, according to which each study from the field of
medicine, including epidemiological study, which does otherwise not interfere
with physical integrity of people, should be acquired a consent of the Ethical
Committee of the Republic of Slovenia prior to the conduction thereof. The
survey was therefore presented to this ethical body. It was approved at the
beginning of April 2001.

Scheduling the survey
The anticipated duration of the survey from the start to the dissemination of majority of
the results was 3 years. During this period, the activities and analyses should take place
first, which would contribute to improving the course of the next survey of the same type.
The analysis mentioned was, for example, the analysis of adequacy and success of the
preparations for the survey and the analysis of efficiency of carrying out the interviewing.

When carrying out statistical analyses, we have first of all anticipated data
description, which to be followed by the univariate and multivariate analyses. Within
each phase of the statistical analysis, drafting of the recruitment of procedures was
first planned.

Determination of data base management and results dissemination

channels
Data were planned to be kept at the Institute of Social Medicine of the Faculty of
Medicine, Ljubljana, which shall be responsible to prepare data in such form so as to
be accessible for the wider public.

The survey on behavioural risk factors should be characterised significantly by
accessibility of data for public, and by the results thereof to be communicated
simultaneously as quickly as possible.

1. Accessibility of data.
Data on the CHMS-SI are public, meaning that each Slovene citizen may have
access thereto providing to respect the rules and under specified conditions.
The most important rule was that no data referring to the identity of
respondents in the survey shall be accessible for wider public.
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In order to avoid disputes to arise between the potential users of data, a
special group was anticipated to be established to keep the list of proposers and
their proposals and to mutually adjust these.

2. Informing public on the results of the study and their applicability.
Results of analysis, which shall be carried out by the members of the study
group, were intended to be communicated to the inhabitants of Slovenia
regularly and simultaneously. For this purpose, the media should be applied,
and the more detailed information should be available on the web-side of the
survey.

Our intention was to inform the expert public on the results of the
survey through a series of publications.

With the aim the database to be managed qualitatively, a body was anticipated to be
established (projects council), to exercise control over operation of the database and
realisation of its purpose.

Provision of funds for conduction of the survey
The survey was, in addition to the funds, which the CINDI-SI invested in the
initiation of the survey, financed also by the Ministry of Health and the Ministry of
Education and Sport of the Republic of Slovenia.

EXERCISE

Task 1
Carefully read the part on theoretical background of this module. Critically discuss
the characteristics of cross-sectional surveys with your colleagues.

Task 2
From domestic (e.g. Biomedicina Slovenica, and COBISS-Cooperative Online
Bibliographic System of Slovenia in Slovenia), and/or international bibliographic
data-bases (e.g. Medline, PubMed) find out if any other cross-sectional survey has
been already performed in your country.

Task 3

If yes, then try to find out its characteristics. If not, try to find an example from other
countries (e.g. FINBALT Health Monitor Surveys).

Task 4
Discuss the characteristics, strengths and limitations of selected survey with your
colleagues.
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Learning objectives

After completing this module students and public health professionals
should:

o discuss the traditional and modern views of case-control studies (CCS);

o (differentiate case-control studies from other epidemiologic study designs;

e describe the key feature of conducting CCS, including the selection

of cases and controls;

¢ calculate and interpret an odds ratio;

o discuss the strengths and limitations of CCS;

o list the settings in which CCS are desirable.

Abstract

In CCS investigator selects two groups — a group of individuals with a
disease of interest (or other outcome), called cases and a suitable group of
people without that disease, called controls. Choice of the most
appropriate control group is one of the most difficult and controversial
aspects of study design The past history of exposure to suspected risk
factors is then determined and compared retrospectively between “cases”
and “controls.” The odds ratio obtained from a CCS may be used as an
estimate of the relative risk.

CCS are useful for studying rare diseases or outcomes. When thereis a
long latent period between an exposure and the disease, CCS are the only
feasible option. CCS are no longer seen as an inferior alternative to a
cohort studies, but rather they are regarded as highly efficient design for
learning about exposure-disease relationships. In recent years, case-
control design has proven to be useful for evaluation of vaccine
effectiveness, treatment efficacy, etc.

Teaching methods

Design issues are best taught by using a mixture of different teaching
methods including lectures, exercises, individual work and interactive
methods such as small group discussions, seminars etc. Published articles
could be presented to the students and discussed with respect to the used
design. Students at a more advanced level should be asked to write a
protocol on a specific topic and have this protocol discussed in plenary.

Specific The half of credit will be done under supervision, while the rest is
recommendations individual student’s work. Prerequisite for participants: basic knowledge
for teachers of biostatistics.
Assessment of Oral examinations or written essays are preferable to multiple choice
students types of exams.
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CASE-CONTROL STUDIES

Slavenka Jankovi¢

THEORETICAL BACKGROUND

Traditional versus modern view of case-control studies

The case-control study (synonyms: case referent study, case comparison study) is one
of the two principal types of observational studies (the other one is the cohort study).
The subjects are selected on the basis of their disease status. Investigator selects two
groups — a group of individuals with a disease of interest (or other outcome), called
cases and a suitable group of people without that disease, called controls. The past
history of exposure to suspected risk factors is then determined and compared
retrospectively between “cases” and “controls.” (Figure 1).

Time

Direction of ingiury

EXPOSED
CASES
(people with a disease)
NOT EXPOSED
POPULATION
EXPOSED
CONTROLS
[ | (people without a disease)

NOT EXPOSED

Figure 1. Design of case-control study. Modified from Beaglehole et al (1).

Traditionally, epidemiologists viewed case-control studies as an alternative to
cohort studies and believed that their logic is backwards, hence the term "TROHOC”
study (COHORT spelled backwards) proposed by Feinstein; its use is deprecated by most
epidemiologists (2).

Epidemiologists' view of case-control studies began to change in the 1980s
with the work of Miettinen who coined the term “TROHOC fallacy” to express his
disagreement with the traditional conceptualization of case-control study (3).
Miettinen declared that the case-control study is a method of sampling a population in
which cases of disease are identified and a sample of the source population that gave
rise to the cases (controls), so that the disease rates in exposed and non-exposed
groups can be compared, like in a cohort study (3).
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“The case-control study is no longer seen as an inferior alternative to a
cohort study, but rather it is regarded as highly efficient design for learning about
exposure — disease relationships” (4).

Situations in which a case-control study is desirable
Case control studies are often used to generate hypotheses that can then be studied by
prospective cohort or other studies. They are useful for studying rare diseases or
outcomes. When there is a long latent period between an exposure and the disease,
case-control studies are the only feasible option.

In recent years, the case-control design has proven to be useful for evaluation
of vaccine effectiveness, treatment efficacy, evaluation of screening programs and
outbreak evaluation (4,5).

Selection of cases
There are several important issues in defining and selecting cases. The starting point
of most case control studies is the identification of cases. This requires a suitable case
definition.
1. Criteria for case definition should lead to accurate classification of diseased
and non-diseased individuals.
2. Efficient and accurate sources should be used to identify cases (e.g. hospital
databases, cancer registries).
For causal research incidence cases are preferable to prevalent ones.
4. It is not necessary to include all cases of disease occurring within the defined
population in the study (4).

w

Selection of controls
Choice of the most appropriate control group is one of the most difficult and
controversial aspects of study design (6). The guiding principles for the valid
selection of controls are:
1. Controls must represent the source population.
2. Controls must be sampled independently of exposure status.

Several sources are available for identifying controls.

Population-based controls

When cases are identified from a well defined population (e.g. residents of a defined
geographic area) population-based controls are selected. They can be identified using
different sources: voter registration lists, telephone directories, national identity
registries etc. The advantage of population controls is that they came from the same
base population as the cases. However, it is time consuming and expensive to identify
them. Also it may be difficult to find eligible controls willing to participate because
they are not ill and usually they have not the same interest in participating as do cases
and controls from other sources.
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Hospital controls
When cases are selected from hospitals, it is appropriate to select hospital controls. It
is difficult to determine which diseases are suitable for the control group, but the main
principle is that it should be unrelated to the exposure under study. The advantages of
hospital controls are easy identification and good participating rates. They recall of
prior exposure is comparable to that of cases because they are also ill, and they are
less expensive to identify than population controls.

Relatives, friends and neighbours
Selecting relatives, friends or neighbours is a good method to control for possible
differences in socioeconomic status, education and other characteristics which are
common for cases and controls.
The investigator can decide to use multiple control of the same type (e.g. two
or three controls for each case, to increase the power of the study), or multiple
controls of different types (e.g., population-based and hospital controls).

Matching
Matching is the process of selecting the controls so that they are similar to the cases in
characteristics other than the one that has been studied, such as age, sex and
occupation.

The controls may be a matched random sample from the unaffected
population.

In individual matching, for each case person a control person is selected who is
similar to the case person in terms of the specific variables (Example 1).

A case control study was conducted in order to assess possible Example 1.
relationships between potential risk factors and Graves' disease.

The study included 100 newly diagnosed patients with Graves'

disease and 100 controls matched with respect to sex, age (+2

years) and type of residence (rural, urban). All the subjects were

interviewed by the same medical doctor. The findings indicated

that stressful life events, lack of social support and family history

of Graves' disease were significantly associated with the

occurrence of Graves’ disease (7).

Analysis of case-control studies

Calculation and interpretation of odds ratios
When investigators do not know the size of the total population that produced the
cases (like in the most cases of case-control studies), they calculate a measure called
an odds, a special type of rate (4).

From the two-by-two table (Figure 2) the odds of being a case among the
exposed is a/b, and the odds of being a case among the non-exposed is c/d. The ratio
of these two odds is known as the disease-odds ratio (Equation 1).
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DISEASE STATUS
EXPOSURE
- CASES CONTROLS
YES a b
NO c d
TOTAL a+c b+d
Figure 2. Design of a case-control study
a/b ad
R=—x=— Equation 1.
c/d bc g

The disease-odds ratio is the ratio of the odds in favour of disease among the exposed
to the odds in favour of disease among the unexposed.

The odds ratio can also be calculated in another way: the ratio of the odds
of being exposed among the cases (a/c) divided by the odds of being exposed
among the controls (b/d). This is known as the exposure-odds ratio (Equation 2).

r-c_ad

b/d  be Equation 2.

The exposure-odds ratio is the ratio of the odds in favour of exposure among the cases
to the odds in favour of exposure among non-cases.

The exposure odds ratio is equivalent to disease odds ratio. The term cross-
product ratio can be used for both of these odds ratios.

An odds ratio close or equal to 1 indicates that the odds of exposure are
very similar in the two groups. If the odds ratio is greater than 1, it indicates that
cases are more likely to be exposed to a particular factor than controls, and if the
odds ratio is less than 1, the opposite is true. The odds ratio (obtained from a
case-control study) may be used as an estimate of the relative risk (8).
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Different types of case-control studies

Nested case control study

Nested case-control study is a case-control study “nested” within an ongoing cohort
study. Assessment of exposure may be time-consuming and costly and instead to
undertaking measurement on everyone in a cohort, it may be more efficient to
construct a case-control study within the cohort, once a significant number of cases of
the disease of interest at follow-up have emerged (the cases for the nested case-
control study). Thereafter a control group could be selected among those from the
cohort who had not developed the disease (Example 2). Compared to case-control
study, nested case-control study can reduce the recall bias and temporal ambiguity.
Compared to cohort it can reduce the cost and save time.

Mueller et al (9) conducted a nested case-control study to identify Example 2.
possible relationships between Epstein-Barr virus (EBV) and

Hodgkin's disease. Cases on Hodgkin's disease were identified in a

cohort of over 240,000 persons from whom blood had been drawn

and stored in serum bank several years ago. Tests were carried out

on the sera of cases (43 persons with Hodgkin's disease) for EBV

antibody and results were compared with tests on coded sera from

matched controls (96 persons) from cohort who did not develop

Hodgkin's disease.

The case-crossover study
A case-crossover study design is a new type of the case-control study that is used
to study the acute effects of transient exposure (4). In this type of case-control
study cases serve as their own controls. The period of increased risk following a
transient exposure is called the hazard period. The exposure frequency during the
hazard period is compared to that during a control period (Example 3).

The case-crossover design was first used to study the risk of Example 3.
myocardial infarction following heavy physical exertion (10).

The researches interviewed 1228 myocardial infarction patients.

Patients were their own controls. The patients' frequency of

physical exertion in the one-hour interval immediately before the

start of the heart attack (hazard period) was compared to their

usual frequency of physical exertion during the previous year

(control period).

Strengths and weaknesses of case-control studies
Like all study designs, case-control studies have some strengths some weaknesses.
They are presented in Box 1.
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Box1. Strengths and weaknesses of case-control studies. Modified from Aschengrau, Seage (4).

Strengths
e  Efficient for rare diseases
o Efficient for diseases with long induction and latent period
e Can evaluate multiple exposures in relation to a disease
e  Time required for study is relatively short
e Relatively inexpensive
Weaknesses
o Inefficient for rare exposure
e  May have poor information on exposures
e Vulnerable to bias (selection bias, recall bias)
o Difficult to infer temporal relationship between exposure and diseases

CASE STUDY: CIGARETTE SMOKING AND LUNG CANCER
This case study is modified from: A Disease Detectives Exercise adapted from a
CDC case study: Cigarette Smoking and Lung Cancer. Teacher's Guide and Answer
Key, by Dr. Natale A Carasali (11).

A causal relationship between cigarette smoking and lung cancer was first
suspected in the 1920s on the basis of clinical observations. To test this apparent
association, numerous epidemiologic studies were undertaken between 1930 and
1960. The case-control study conducted by Richard Doll and Austin Bradford Hill
in Great Britain begun in 1948 comparing the smoking habits of lung cancer
patients with the smoking habits of other patients (12,13).

Data for this case-control study were obtained from hospitalized patients in
London and vicinity over a 4-year period (April 1948 — February 1952). Initially, 20
hospitals, and later more, were asked to notify the investigators of all patients
admitted with a new diagnosis of lung cancer. These patients were then interviewed
concerning smoking habits, as were controls selected from patients with other
disorders (primarily non-malignant) who were hospitalized in the same hospitals at
the same time.

Over 1,700 patients with lung cancer, all under age 75, were eligible for the
case-control study. About 15% of these persons were not interviewed because of
death, discharge, severity of illness, or inability to speak English. The final study
group included 1465 cases (1,357 men and 108 women). Only men were included in
the study.

Table 1 shows the relationship between cigarette smoking and lung cancer
among male cases and controls.

Table 1. Smoking status before onset of the present illness, lung cancer cases and matched
controls with other diseases

Cases Controls
Cigarette smoker 1,350 1,296
Non-smoker 7 61
Total 1,357 1,357
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From this table we can calculate different ratios (Equations 3 to 8):
e proportion smoked, cases:

1,350
PScases = m x100=99.5% Equation 3.

e proportion smoked, controls:

1,296
PScontrols = E %100 =95.5% Equation 4.

What can we infer from proportions? The answer is that the prevalence of smoking is
similar in both groups and extremely high in both groups.

¢ 0dds of smoking among the cases:

1 .
OS pses = 1350 _ 19286 Equation 5.
7 1
¢ 0dds of smoking among the controls:
1296 21.25 .
OS¢ontrots = 61 = T Equation 6.
o disease odds ratio:
OR.. _1350/1296 1350x61 Equation 7
disease 7/61 7x1.296 : quation /.
e exposure odds ratio:
1350/7 1350x61
OR = == =91 i
exposure 1296/61  7x1296 Equation 8.

Case-control Studies
340 METHODS AND TOOLS IN PUBLIC HEALTH




What can we infer from the odds ratios about the relationship between smoking and
lung cancer? The answer is that the odds ratio is very high indicating that odds for
getting the lung cancer are 9.1 times higher in smokers than in non-smokers.

Table 2 shows the frequency distribution of cases and controls by the average
number of cigarette smoked per day.

Table 2. Number of lung cancer cases and controls according to daily number of cigarettes

smoked.
Daily number of Cases Controls
cigarettes smoked
0 7 61
1-14 565 706
15-24 445 408
25+ 340 182
All smokers 1,350 1,296
Total 1,357 1,357

From Table 2 it is possible to calculate odds ratio (OR) for each smoking category
(Equations 9-12):
e odds ratio in the group in which daily number of cigarettes smoked was 1-14
cigarettes (Equation 9):

5657 _565x61 __

ORywoe = - -7
diease = 706/61 706 %7

Equation 9.

e 0dds ratio in the group in which daily number of cigarettes smoked was 15-24
cigarettes (Equation 10):

4457  445x61

ORyiconse = =
dsease T 408/61  408x7

Equation 10.

e odds ratio in the group in which daily number of cigarettes smoked was 25+
cigarettes (Equation 11):

340/7  340x61

OR gicease = =
diease T 182/61 1827

Equation 11.

e odds ratio in the group smokers irrespective the daily number of cigarettes
smoked (all smokers) (Equation 12):
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13507 _1350x61 _ .

disease = 1,296/61 = 1269x7 = Equation 12.

The OR of acquiring lung cancer increases as the daily number of cigarettes smoked
increases. This correlation is known as a dose-response relationship.

EXERCISE
This exercise and corresponding tasks are consisted first of individual work, and then
of a group discussion.

Task 1
Suppose that the case-control study was conducted among men in the United States
in order to find out whether a mother's use of hormones during pregnancy
influenced her son’'s risk of developing testicular cancer later in life. Investigators
selected 500 cases who were hospitalized for testicular cancer and 1,000 controls.
The study found that 90 cases' mothers and 50 controls' mothers had used hormones
during pregnancy (3).
Every student individually™:
sets up the two-by-two table for these data;
calculates the odds ratio;
interprets the odds ratio;
describes the most appropriate control group for this study and justifies
his/her choice;

PR

10 Answers:

1.  Two-by-two table:

Mother used hormones Testicular cancer

during pregnancy Yes (cases) No (controls)
Yes @ 90 (b) 50
No (c) 410 (d) 950
Total (a +c) 500 (b +d) 1,000

2. Odds ratio = ad/bc = (90 x 950)/(50 % 410) = 4.2.

3. Men whose mothers took hormones during their pregnancies have 4.2 times the risk
of testicular cancer than do men whose mothers did not take hormones.

4.  For example, one could select men who were hospitalized at the same facilities as the
cases. The basic principle is that the controls should be comparable to the cases.
Advantages: easy assessable, good cooperation. The difficulty lies in choosing
suitable diagnoses for which the controls may be hospitalized. One should not pick
diagnoses that are known to be associated with maternal hormone use.

5. Incident cases should be chosen because prevalent cases may represent a biased
subset of all men who are diagnosed with testicular cancer. If prevalent cases are
used, men who died from testicular cancer may be excluded.
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5. answers to the question: Will you choose incident or prevalent cases of
testicular cancer? He/she should be able to justify his/her answer.

Task 2
Give an example of a hypothesis that you could test by:
1. case-control study
2. nested case-control study
3. case-crossover study
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After completing this module students and public health professionals
should:
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retrospective and ambidirectional designs;
e describe the main characteristics of conducting CS, including the
selection of the exposed and nonexposed cohorts;
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Abstract

A classical CS examines one or more health effects of a single exposure.
Subjects are defined according to their exposure status and followed over
time to determine the incidence of the health outcome. CS is considered the
strongest of all observational designs.

Although the basic characteristic of CS is measurement of exposure
and follow-up for outcome, there are several types in CS based on temporal
differences in cohort design: In a prospective CS, the investigator collects
information on the exposure status of the cohort members at the time the
study begins and identifies new cases of disease from that time forward. In a
retrospective CS the exposure status is established from information
recorded at some time in the past, and disease incidence is determined from
then until the present Historical prospective CS is a combination of both
retrospective CS and prospective CS. Each type of design of CS has its
strengths and weaknesses which tend to be complementary.

Teaching methods

Design issues are best taught by using a mixture of different teaching
methods including lectures, exercises, individual work and interactive
methods such as small group discussions, seminars etc. Published articles
could be presented to the students and discussed with respect to the used
design. Students at a more advanced level should be asked to write a
protocol on a specific topic and have this protocol discussed in plenary.

Specific The half of credit will be done under supervision, while the rest is individual
recommendations student’s work. Prerequisite for participants: basic knowledge of
for teachers biostatistics.

Assessment of Oral examinations or written essays are preferable to multiple choice types
students of exams.
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COHORT STUDIES

Slavenka Jankovi¢

“There are only a handful of ways to do a study properly but a thousand ways to do it
wrong.”
Saccket, 1986 (1)

THEORETICAL BACKGROUND

Cohort study definitions and overview
The cohort study is one of the two principal types of observational studies (the other
one is the case-control study). A classical cohort study examines one or more health
effects of a single exposure. Investigator defined the study subjects according to their
exposure status (exposed group and comparison, non-exposed group) and followed
them over time to determine the incidence of the health outcome (e.g. incidence or
mortality rates of disease) (Figure 1).

Time

Direction of ingiury

DISEASE
EXPOSED #
NO DISEASE
POPULATION
DISEASE
NOTEXPOSED [
NO DISEASE

Figure 1. Design of a cohort study. Modified from Beaglehole et al (2).

Because cohort studies measure events in chronological order they can be used
to distinguish between cause and effect.

A term cohort comes from the Latin cohors, plural cohortes, and meant a large
military unit. Today we use the word cohort for “any designated group of persons who are
followed or traced over a period of time” (3). The term is also used for a group of people
who share a common characteristic or experience within a defined time period (e.g., are
born, leave school, etc.). Some investigators use the next synonymous for cohort study:
follow-up, incidence, and longitudinal study. The longitudinal study is a research design in
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which subjects are followed over time (for months or years) with continuous or repeated
monitoring of risk factors or health outcomes, or both.

Selection of cohort study populations

Types of population studied
In cohort studies, the investigators follow people over time. They obtain information
about people and their exposures at baseline, let time pass, and then assess the
occurrence of outcomes.

In an open or dynamic population the membership is defined by the
changeable characteristics, such as age, marital status, place of residence, smoking
and drinking alcohol. In open cohorts the study population is dynamic: people enter
and leave the population at different points in time (for example inhabitants of a
town).

A fixed cohort is defined by an irrevocable event (e. g., undergoing a
medical procedure, eating contaminated food at party, or being present at a
disaster). The exposure does not change over time. Fixed cohort enrols a defined
number of participants at study onset. These participants are then followed-up from
that time forward, often at set intervals, up to a fixed end date. This type of cohort
does not gain members, but losses to follow-up may occur (4). One of the best-
known fixed cohort studies is the study of biological effects of acute radiation
exposure in Japanese atomic bomb survivors (5).

Selection of the exposed population

The sampling strategies used to define the cohort differ between themselves. The
two main types of cohorts — special cohorts and general cohorts — are
distinguished by the exposure frequency. General cohorts are assembled for
common exposure such as dietary factors, smoking or use of oral contraceptives.
General cohort includes an entire population or a representative sample of the
population. Population-based cohort approach was used in the Framingham study,
one of the best-known cohort studies of cardiovascular disease, initiated in 1948
in Framingham, Massachusetts. The original cohort consisted of 5,209
respondents of a random sample of 2/3 of the adult population of Framingham,
who were between 30 and 62 years of age and free of cardiovascular disease at
that time (6). The ability to generalize from population-based cohort studies
makes them highly desirable. However, such strategic approach is not efficient
for rare exposures (e.g. uncommon occupational chemical, natural or man-made
disaster), when is more appropriate to use an exposure-based cohort study
approach, it means to assemble special cohorts. One commonly used special
cohort is people working in a particular industry or occupation who often have
exposure of particular interest (7).

Selection of comparison (hon-exposed) group
In a population-based cohort studies the natural comparison group is an internal
comparison group consisted of people from the same sample who do not have the
exposure. If exposed individuals are selected on the basis of a particular exposure, an
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external comparison group must be sought. Often the comparison group is the general
population of the area from which the exposed group is obtained.

Types of cohort studies
Although the basic characteristic of cohort studies is measurement of exposure and
follow-up for outcome, there are several types in cohort studies based on temporal
differences in cohort design (Figure 2).

PAST PRESENT FUTURE
1

POPULATION

Time

D
PROSPECTIVE COHORT STUDY

o m

E

RETROSPECTIVE COHORT STUDY

E D D
AMBIDIRECTIONAL COHORT STUDY

Figure 2. Timing of cohort studies. Modified from Friis and Sellers (8). LEGEND:
E=exposure, D=disease.

Prospective cohort study
In a prospective cohort study (concurrent cohort study), the investigator collects
information on the exposure status of the cohort members at the time the study begins (or
at the time the exposure occurs during the study), and identifies new cases of disease from
that time forward (the cohort is "followed up" prospectively) (9).

Example: One of the best known and very important studies is the prospective
cohort study on mortality in relation to smoking, which was begun in 1951 in United
Kingdom (10). The cohort was a group of 34,439 British male doctors listed in the British
Medical Register. Information about their smoking habits was obtained in 1951, and
periodically thereafter; cause specific mortality was monitored for 50 years. Study
revealed that among the men born around 1920, prolonged cigarette smoking from early
adult life tripled age specific mortality rates, but cessation at age 50 halved the hazard, and
cessation at age 30 avoided almost all of it.

A problem when the cohort method is applied to the study of chronic diseases such
as coronary heart disease, or cancer is that large numbers of people must be followed up
for long periods before sufficient cases accrue to give statistically meaningful results. The
difficulty is further increased when, as for example with most carcinogens, there is a long
induction period between first exposure to a hazard and the eventual manifestation of
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disease. An approach that can help to counter this problem is to carry out the follow up
retrospectively. Obviously, such a study is only feasible when the health outcome of
interest can be measured retrospectively.

Retrospective cohort study
In a retrospective cohort study (historical, non-concurrent cohort study) the exposure
status is established from information recorded at some time in the past, and disease
incidence is determined from then until the present (the cohort is "followed up"
retrospectively). By this type of investigation only prior outcomes are studied and not
future ones (Figure 2).

Example: To determine whether the frequency and pattern of use of the accident
and emergency department (A&E) by individuals with diabetes is different from that of
the general population a historical cohort of 696 individuals with diabetes and a non-
diabetic comparison cohort was performed in 1997. A cohort of individuals with
diagnosed diabetes was identified from the computerized repeat prescribing data of six
general practices in the catchment area of Leicester Royal Infirmary A&E department, the
only A&E department in the city. Each individual was matched with the non-diabetic
patient closest in age and of the same sex from the same practice. Records of all A&E
visits from November 1984 to June 1996 were extracted by manual searches on the A&E
computerised database which has been in use for recording all new registrations since
1984. The use of A&E department by the two cohorts was compared for number of visits
and pattern of use between 1984 and 1996 (11).

Historical prospective cohort study (ambidirectional cohort study) is a combination
of both retrospective cohort study and prospective cohort study (Figure 2).

Example: The purpose of the Air Force Health Study of the men who were
involved in the aerial spraying of herbicides during the Vietnam War is to determine if
these men have an increased risk of adverse health and reproductive outcomes. The
retrospective component of the study conducted analyses of mortality that occurred from
the men's exposure in Vietnam through the 1980s. The prospective component will
monitor the health of these men in the future (4).

Follow-up in cohort studies
The follow-up is very important issue in cohort studies. The follow-up period depends
on the natural history of the outcome disease and the frequency of disease occurrence.

Active follow-up denotes the situation in which the investigator must obtain
data on subsequent incidence of the outcome (e.g. disease), through direct contact
with the cohort members (e.g. through mailings, phone calls, or written invitation to
return to study sites for medical evaluation).

Passive follow-up does not require direct contact with cohort members. It is
possible when databases containing the outcomes of interest are collected and maintained
(e.g. cancer registries, national death databases) (8).

Analysis of cohort studies
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The primary objective of the analysis of cohort study data is to compare disease
occurrence in the exposed and non-exposed groups.

In the simplest case of two level of exposure (Yes/No) two incidence rates
are calculated: incidence in the exposed group and incidence in the non-exposed
group (Figure 3, Equations 1 and 2).

DISEASE STATUS
EXPOSURE
STATUS YES NO TOTAL
YES a b a+b
NO C d c+d

Figure 3. Design of a cohort study

. a .
a+b
. c .

Incidence in the exposed cohort is then compared with the incidence in the
unexposed cohort. This ratio is called Relative Risk. It is considered the best
measure of effect (9).

Relative Risk
The Relative Risk (RR) of an event, such as the occurrence of a specified disease
or a death from a specified cause, is the ratio of the risk of a disease or death
among those exposed to a specified risk to those not exposed to this risk. It is
calculated from the incidence or death rate of the specified disease (Equation 3).
The synonym for relative risk is risk ratio (also being abbreviated as RR).

Icidence,
RR = EXPOSED

Incidenceyon_exposen

Equation 3.

If the level of risk in both, exposed and unexposed group is the same, the
RR will equal 1. If an exposure is harmful (e.g., cigarette smoking), the RR is
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expected to be greater than 1. If an exposure is protective (e.g., vaccine), the RR
will be less than 1.

In addition to the Relative Risk the Attributable Risk (AR) and Population
Attributable Risk (PAR) can be calculated.

Attributable risk

The attributable risk (AR) is the portion of the incidence of a disease in the
exposed that is due to the exposure. It is the incidence of a disease in the exposed
that would be eliminated if exposure were eliminated. It can be calculated as rate
difference (the rate in the exposed group minus the rate in the unexposed group)
or risk difference (the difference between the risks in exposed and unexposed
groups). When the level of risk in both, exposed and unexposed group, is the
same, the risk difference is 0. If an exposure is harmful (e.g., cigarette smoking),
the risk difference is expected to be greater than 0. If an exposure is protective
(e.g., vaccine), the risk difference will be less than 0 (9) (Equation 4).

AR = Icidencegyposep — INcidenceyon_exposen Equation 4.

The AR is sometimes referred to as attributable risk in the exposed because it is
used to quantify risk in the exposed group that is attributable to the exposure. It is
the measure of association that is most relevant when making decisions for
individuals.

The attributable risk percent (AR%) is the percent of the incidence of a
disease in the exposed that is due to the exposure. It is the percent of the
incidence of a disease in the exposed that would be eliminated if exposure were
eliminated (Equation 5).

Icidence, — Incidenceyon
AR% _ EXPOSED NON-EXPOSED x 100

- Equation 5.
Incidencezyposen

Population Attributable Risk
The population attributable risk (PAR) is the risk of a disease of interest in a
defined population (exposed and non-exposed) that can be attributed to an
exposure of interest (12) (Equation 6).

PAR = Incidencezxposep: non-exposen — INCIdeNCeyon exposeD Equation 6.

The population attributable risk percent (PAR%) is the portion of the incidence
of a disease in the entire study population that is due to exposure. It is the
incidence of a disease in the population that would be eliminated if exposure were
eliminated. The PAR% is calculated by subtracting the incidence in the
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unexposed from the incidence in total population (exposed and unexposed) (13)
(Equation 7).

Icidence, —Incidenc
PARY = EXPOSED+NON-EXPOSED eNON—EXPOSED «1

Incidencesyposen: NoN-ExPOSED Equation 7.

Strengths and weaknesses of cohort studies
Each type of design of cohort studies has its strengths and weaknesses (Box 1), which
tend to be complementary (4).

Box1. Strengths and weaknesses of prospective and retrospective cohort studies. Modified from
Aschengrau and Seage (4).

Strengths

efficient for rare exposures

good information on exposures (prospective)

can evaluate multiple effects of an exposure

efficient for diseases with long induction and latent periods (retrospective)

can directly measure disease incidence and risk (RR, AR)

clear temporal relationship between exposure and outcome (prospective)
e less vulnerable to bias (prospective)

Weaknesses
o inefficient for rare outcomes

poor information on exposure (retrospective)

expensive and time consuming (prospective)

inefficient for diseases with long induction and latent periods (prospective)

more vulnerable to bias (retrospective)

loss to follow-up

changes over time in criteria and methods (prospective)

CASE STUDY: CIGARETTE SMOKING AND LUNG CANCER
This case study is modified from: A Disease Detectives Exercise adapted from a
CDC case study: Cigarette Smoking and Lung Cancer. Teacher's Guide and Answer
Key, by Dr. Natale A Carasali (14).

A causal relationship between cigarette smoking and lung cancer was first
suspected in the 1920s on the basis of clinical observations. To test this apparent
association, numerous epidemiologic studies were undertaken between 1930 and
1960. Two studies were conducted by Richard Doll and Austin Bradford Hill in Great
Britain. The first was a case-control study begun in 1948 comparing the smoking
habits of lung cancer patients with the smoking habits of other patients, while the
second was a cohort study begun in 1951 recording causes of death among British
physicians in relation to smoking habits (15,16).
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Data for the cohort study were obtained from the population of all physicians
listed in the British Medical Register who resided in England and Wales as of October
1951. Information about present and past smoking habits was obtained by
questionnaires which were mailed to 59,000 physicians. They were then categorized
according to their exposure to cigarette smoking. Non-smokers were defined as
persons who had never consistently smoked as much as one cigarette a day for as long
as one year.

Usable responses to the questionnaire were received from 40,637 (68%)
physicians, of whom 34,445 were males and 6,192 were females. The next section of
this prospective cohort study is limited to the analysis of male physician respondents,
35 years of age or older.

The occurrence of lung cancer in physicians responding to the questionnaire
was documented over a 10-year period (November 1951 through October 1961)
from death certificates filed with the Registrar General of the United Kingdom and
from lists of physician deaths provided by the British Medical Association. All
certificates indicating that the decedent was a physician were abstracted. For each
death attributed to lung cancer, medical records were reviewed to confirm the
diagnosis.

Of 4,597 deaths in the cohort over the 10-year period, 157 were reported to
have been caused by lung cancer; in 4 of the 157 cases this diagnosis could not be
documented, leaving 153 confirmed deaths from lung cancer.

The following table (Table 1) shows numbers of lung cancer deaths by daily
number of cigarettes smoked at the time of the 1951 questionnaire (for male
physicians who were non-smokers and current smokers only). Person-years of
observation ("person-years at risk") are given for each smoking category. The
number of cigarettes smoked was available for 136 of the persons who died from
lung cancer.

Table 1. Number and mortality rate (per 1,000 person-years) of lung cancer by number of
cigarettes smoked per day

Daily number of Number of deaths Person-years at Mortality rate per
cigarettes smoked from lung cancer risk 1000 person years
0 3 42,800 0.07
1-14 22 38,600 0.57
15-24 54 38,900 1.39
25+ 57 25,100 2.27
All smokers 133 102,600 0.94
Total 136 145,400 1.30

From Table 1 it is possible to calculate Relative Risk (RR) for each smoking
category (Equations 8-11):
e RR in the group in which daily number of cigarettes smoked was 1-14
cigarettes (Equation 8):

0.57
RR=——=8.1 Equation 8.
0.07
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e RR in the group in which daily number of cigarettes smoked was 15-24
cigarettes (Equation 9):

. 1.39
0.07

RR =19.7 Equation 9.

¢ RR in the group in which daily number of cigarettes smoked was 25+
cigarettes (Equation 10):

RR=——=324 Equation 10.

e RR in the group smokers irrespective the daily number of cigarettes smoked
(all smokers) (Equation 11):

1.30
0.07

RR =18.6 Equation 11.

Relative risk for all smokers (RR=18.6) means that people who smoke are
18.6 time more likely than non-smokers to develop lung cancer. Similar
explanation is for each category of daily number of cigarettes smoked.

From the results we can see that lung cancer mortality rates increase with an
increase in the amount of cigarettes smoked per day (“dose-response relationship™).
From Table 1 we can also calculate the Attributable Risks (AR) for each
smoking category (Equations 12-15):
e AR in the group in which daily number of cigarettes smoked was 1-14
cigarettes (Equation 12):

AR =0.57-0.07=0.50 Equation 12.
In this group AR is 0.50 per 1,000 person-years.
e AR in the group in which daily number of cigarettes smoked was 15-24

cigarettes (Equation 13):

AR=139-0.07=1.32 Equation 13.

In this group AR is 1.32 per 1,000 person-years.
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e AR in the group in which daily number of cigarettes smoked was 25+
cigarettes (Equation 14):

AR=227-0.07=220 Equation 14.

In this group AR is 2.20 per 1,000 person-years.
e AR in the group smokers irrespective the daily number of cigarettes smoked
(all smokers) (Equation 15):

AR=130-0.07=123 Equation 15.

In the group group of all smokers irrespective the daily number of cigarettes
smoked AR is 1.23 per 1,000 person-years.

The excess deaths attributable to smoking increases from 0.50 to 2.20 per 1,000
person-years as the quantity of cigarettes smoked per day increases.

From Table 1 we can also calculate the Attributable Risk percent (AR%). In
Equation 16 calculation of AR% for the total group of smokers is presented:

AR% :%x10020.946x100:94.6% =95% Equation 16.

Overall 95% of lung cancers deaths among smokers are attributable to smoking.
Therefore, if no one had smoked, 126 deaths (95% of 133 deaths) due to lung cancer
would have been avoided.

The cohort study also provided mortality rates for cardiovascular disease
among smokers and non-smokers. Table 2 presents lung cancer mortality data and
comparable cardiovascular disease mortality data.

Table 2. Mortality rates (per 1,000 person-years from lung cancer and cardiovascular disease
by smoking status

Disease Mortality rate per 1,000 person-years
Smokers Non-smokers All

Lung cancer 1.30 0.07 0.94

Cardiovascular disease 9.51 7.32 8.87

From these data, calculating the RR we can estimate with which cause of death
smoking is more strongly associated (Equations 17 and 18):
¢ RR for lung cancer (Equation 17):

RR = 130 x1000=18.57 Equation 17.
0.07
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e RR for cardiovascular disease (Equation 18):

RR = E x1000=1.30 Equation 18.
7.32

The RR indicates a much stronger association between cigarette smoking and lung
cancer mortality than between cigarette smoking and cardiovascular disease mortality
(18.6 vs. 1.3). Smokers are 14-times more likely to die from lung cancer than from
cardiovascular disease.
From Table 2, we can calculate the PAR% for both diseases as well (Equations
19 and 20):
o PAR% for lung cancer (Equation 19):

PAR% = % x100=92.6% Equation 19.

o PAR% for cardiovascular disease (Equation 20):

PARY% = % x100=17.5% Equation 20.

92.6% of all deaths due to lung cancer and 17.4% of all deaths due to cardiovascular
disease in the study population are attributable to smoking. PAR% for a given
exposure can be interpreted as the proportion of lung cancer or cardiovascular disease
in the entire population that would have been prevented if exposure had not occurred.

EXERCISE
This exercise and corresponding tasks are consisted first of individual work, and then
of a group discussion.

Task 1
In a prospective cohort study of the relationship between oral contraceptive use and
the subsequent risk of developing endometrial cancer, a cohort of 1,000 women
were followed for 5 years. The results are shown in table below (Table 3).

Table 3. Disease status (endometrial cancer) in a cohort of 1,000 women in relation to oral
contraceptives after 5-year follow-up.

Exposure Disease status

status Yes No Total
Yes (a) 245 (b) 75 (a+b)=320
No (c) 50 (d) 630 (c+d)=680
Total (a+c)=250 (b +d) =705 (n)=1,000
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Please, answer to the following questions:

1.

gk w

What was the incidence rate of endometrial cancer among women who used
oral contraceptives?

What was the incidence rate of endometrial cancer among women who did
not use oral contraceptives?

What was the relative risk in this study?

What was the attributable risk in this study?

What was the incidence rate of endometrial cancer among women who used
oral contraceptives in person-years?*!

Task 2
Design a prospective cohort study to test one of the following hypotheses:

o alcohol consumption during pregnancy affects the risk of preterm delivery;

o use of oral contraceptives affects the risk of coronary hart disease;

o teenagers who excessively use their cell phones are more prone to disrupted
sleep, restlessness, stress and fatigue. There seem to be a connection
between intensive use of cell phones and health compromising behaviour
such as smoking, snuffing and use of alcohol.

Discuss the strengths and weaknesses of your proposed study from Task 2 with
other students.

REFERENCES

1.

Sackett DL. Rational therapy in the neurosciences: the role of the randomized trial.
Stroke. 1986;17:1323-9.

Beaglehole R, Bonita R, Kjellstrom T. Basic Epidemiology. Geneva: WHO, 1993.
Last JM. editor. A Dictionary of Epidemiology. 4™.ed. New York: Oxford University
Press; 2001.

Aschengrau A, Seage GR. Essentials of Epidemiology in Public Health. 2™ ed.
Sudbury MA: Jones and Barlett Publishers; 2008.

Sauvaget C, Lagarde F, Nagano J, Soda M, Koyana K, Kodama K. Lifestyle factors,
radiation and gastric cancer in atomic bomb survivors. Cancer Causes Control.
2005;16:773-80.

Higgins, Millicent W. The Framingham Heart Study: Review of Epidemiological Design
and Data, Limitations and Prospects. In: Alan R, editor. Genetic Epidemiology of Coronary
Heart Disease: Past, Present and Future. New York: Liss, Inc, 1984, p.51-64.

11
Answers:
1. 245/(245 + 75);
2. 50/(50 + 630);
3. [245/(245 + 75)] / [50/(50 + 630)]
4. [245/(245 + 75)] — [50/(50 + 630)];
5. 245/(320 x 5)

Cohort Studies

METHODS AND TOOLS IN PUBLIC HEALTH 357



11.

12.

13.

14.

15.

16.

Kelsey JL, Whittemore AS, Evans AS, Thompson DW. Methods in observational
epidemiology. New York: Oxford University Press; 1996.

Friis RH, Sellers TA. Epidemiology for public health practice, 3" ed. Sudbury MA:
Jones and Bartllet Publishers; 2004.

Gordis L. Epidemiology, 3" ed. Philadelphia: Elsevier-Saunders; 2004.

. Doll R, Peto R, Boreham J, Sutherland I. Mortality in relation to smoking: 50 years’

observations on male British doctors. Br Med J. 2004;328:1519-28.

Goyder EC, Goodacre SW, Botha JL, Bodiwala GG. How do individuals with diabetes
use the accident and emergency department? J Accid Emerg Med. 1997;14:371-4.

Last JM, editor. A dictionary of public health. Oxford New York: Oxford University
Press; 2007.

Jekel JF, Elmore JG, Katz DL. Epidemiology Biostatistics and Preventive Medicine.
USA: WB Saunders Company, 1996.

Centers for Disease Control and Prevention, Epidemic Intelligence Service. Cigarette
Smoking and Lung Cancer. Teacher's Guide and Answer Key. Available from URL:
http://www.cdc.gov/excite/classroom/smoking_a.pdf. Accessed: March 24, 2009.
Doll R, Hill AB. Mortality in relation to smoking: 10 years' observation of British
doctors. Br Med J. 1964;1:1399-1410. Available from URL:
http://www.pubmedcentral.nih.gov/articlerender.fcgi?tool=pubmed&pubmedid=14135
164. Accessed: March 28, 20009.

Doll R, Hill AB. Mortality in relation to smoking: 10 years' observation of British
doctors. Br Med J. 1964;1: 1460-1467. Available from URL:
http://www.pubmedcentral.nih.gov/articlerender.fcgi?artid=1814697.
Accessed: March 24, 20009.

RECOMMENDED READINGS

1.

2.

©

11.

12.

Aschengrau A, Seage GR. Essentials of Epidemiology in Public Health. 2™ ed. Sudbury
MA: Jones and Barlett Publishers; 2008.

Centers for Disease Control and Prevention, Epidemic Intelligence Service. List of Case
Studies. Available from URL: http://www.cdc.gov/eis/casestudies/casestudy-list.ntm.
Accessed: August 12, 2008.

Doll R, Peto R, Boreham J, Sutherland I. Mortality in relation to smoking: 50 years’
observations on male British doctors. Br Med J. 2004;328:1519-28.

Friis RH, Sellers TA. Epidemiology for public health practice. 3" ed. Sudbury MA: Jones
and Bartllet Publishers; 2004.

Gordis L. Epidemiology, 3" ed. Philadelphia: Elsevier-Saunders; 2004.

Jankovi¢ S. Observational studies. In: Wilhelm K, editor. Encyclopedia of Public Health.
Leipzig: Springer Verlag, 2008. p.1008-11.

Kelsey JL, Whittemore AS, Evans AS, Thompson DW. Methods in observational
epidemiology. New York: Oxford University Press; 1996.

Last JM, editor. A dictionary of epidemiology. 4".ed. New York: Oxford University Press; 2001.
Last JM, editor. A dictionary of public health. Oxford New York: Oxford University Press; 2007.

. Olsen J, Saracci R, Trichopoulos D. Teaching Epidemiology. 2™ ed. New York: Oxford

University Press,; 2001.

Sackett DL, Wennberg JE. Choosing the best research design for each question. Br Med J.
1997;315:1636.

Vandenbroucke JP, von Elm E, Altman DG, Getzsche PC, Mulrow CD, et al. Strengthening
the Reporting of Observational Studies in Epidemiology (STROBE): Explanation and
Elaboration. PL0oS Med. 2007;4(10):€297. doi:10.1371/journal.pmed. 0040297.

Cohort Studies

358

METHODS AND TOOLS IN PUBLIC HEALTH


http://www.cdc.gov/excite/classroom/smoking_a.pdf
http://www.pubmedcentral.nih.gov/articlerender.fcgi?tool=pubmed&pubmedid=14135164
http://www.pubmedcentral.nih.gov/articlerender.fcgi?tool=pubmed&pubmedid=14135164
http://www.pubmedcentral.nih.gov/articlerender.fcgi?artid=1814697
http://www.cdc.gov/eis/casestudies/casestudy-list.htm

METHODS AND TOOLS IN PUBLIC HEALTH

A Handbook for Teachers, Researchers and Health Professionals

Title INTRODUCTION TO INTERVENTION
(EXPERIMENTAL) STUDIES
Module: 1.4.7 ECTS (suggested): 0.20

Author(s), degrees,
institution(s)

Tatjana Pekmezovi¢, MD, PhD, Professor
Institute of Epidemiology, School of Medicine, University of Belgrade,

Serbia
Lijana Zaletel-Kragelj, MD, PhD, Associate Professor
Chair of Public Health, Faculty of Medicine, University of Ljubljana,

Slovenia

Address for Tatjana Pekmezovi¢

correspondence Institute of Epidemiology, School of Medicine, University of Belgrade,
ViSegradska 26A, Belgrade, Serbia
E-mail: pekmezovic@sezampro.rs

Keywords Intervention study, experimental study, field trial, community trial,

clinical trial, randomization

At the end of this topic student will be able to:

describe and explain basic concepts of intervention studies;
understand and explain different types of intervention studies;
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read epidemiological literature that use and refer to the concepts
outlined above.

Learning objectives

Abstract First a distinction between observational and experimental studies is made.
Afterwards current ideas and trends in experimental epidemiology are
explored, as well as basic characteristics of different types of intervention
studies. During this topic key interrelated components in intervention
studies, such as planning, organization, selection of study participants,
calculation of sample size, follow-up, detection of the effects, etc, are
introduced. The potential biases in study design and measurement of
outcomes make an important part of this topic, too. In addition, an ethical
consideration of intervention studies is discussed.

The teaching method recommended:

o the introductory lecture related to topics mentioned above;

o exercises which include distribution of selected papers (different types
of intervention studies) to each student and their critical appraisal
(discussion in small groups),

o development of a written protocol (project proposal) of intervention
study according to problem assigned in small group (up to 5 students),

o presentation of project proposals and overall discussion related to
advantages and disadvantages of each design.

Teaching methods

Specific e work under teacher supervision/individual students’ work proportion:
recommendations 30%/70%;
for teachers facilities: a lecture room, a computer room;

e equipment: computers (1 computer on 2-3 students), LCD projection,
access to the Internet and bibliographic data-bases;

e training materials: recommended readings or other related readings;

o target audience: master degree students according to Bologna scheme.

Multiple choice questionnaire and short written essay according to
assigned study problem.

Assessment of
students
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INTRODUCTION TO INTERVENTION
(EXPERIMENTAL) STUDIES

Tatjana Pekmezovi¢, Lijana Zaletel-Kragelj

THEORETICAL BACKGROUND

Introduction
Previous modules in this book were dealing with different types of observational
studies while in this module the experimental designs are briefly introduced.

Basic definitions
Prior discussing the characteristics of this group of epidemiological studies it could
be worthy to give some definitions of terms frequently used in relation to
experimental studies.
1. Anexperiment.

Among definitions of the term “experiment” we can find the following:

according to Rothman et al. (1), an experiment is a set of observations,
conducted under controlled circumstances, in which the scientists
manipulates the conditions to examine/verify what effect such a
manipulation has on the observations. In epidemiology, the term
“experiment” usually means that the investigator manipulates the exposure
assigned to participants in the study. Usually, an experiment refers to any
trial or test,

2. Anexperimental study.
Among definitions of the term “experimental study”” we can find the following:

according to A dictionary of epidemiology (2), experimental study is a
study in which conditions are under the direct control of the investigator. In
epidemiology it is a study in which a population is selected for a planned
trial of a regimen whose effects are measured by comparing the outcome of
the regimen in the experimental group with the outcome of another regimen
in a control group. As examples of experimental studies, a randomized
controlled trial and a community trial are mentioned,

according to the TheFreeDictionary's Medical dictionary (3), an
experimental study is a study in which all of the risk factors are under
the direct control of the investigator.

3. Anintervention.
Among definitions of this term we can find the following:

according to Beaglehole et al. (4), an intervention or experimentation is an
act that involves attempting to change a variable (an outcome) in one or
more groups of people. The effects of an intervention are measured by
comparing the outcome in the experimental group with the outcome in a
control group,
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e according to Medicine.Net Online Dictionary (5), an intervention is the
act of intervening, interfering or interceding with the intent of
modifying the outcome. In medicine, an intervention is usually
undertaken to help treat or cure a condition. It comes from the Latin
term “intervenire”, meaning “to come between”,

e according to the TheFreeDictionary's Medical dictionary (3), an
intervention is a) the act or fact of interfering so as to modify, and b)
any measure whose purpose is to improve health or alter the course of
disease,

4. An intervention study.
Among definitions of this term we can find the following:

e according to A dictionary of epidemiology (2), intervention study is an
investigation involving intentional change in some aspects of the status of
the subjects, e.g. introduction of a preventive or therapeutic regimen, or
designed to test a hypothesized relationship; usually an experiment such as
a randomized controlled trial,

e according to the TheFreeDictionary's Medical dictionary (3), an
intervention study is a testing of a hypothesized epidemiological cause-
effect relationship by intervening in a population and modifying a
supposed causal factor and measuring the effect of the change.

In fact the term “intervention study” is an alternative for the term “an experimental
study” (4).

5. To control.
Among definitions of this term we can find the following:

e according to A dictionary of epidemiology (2), the term “to control” among
others means “to regulate” (in terms of experimental studies this means
that a researcher gains the mastery over the situation in opposite to
observational studies where a researcher only observe the
situation/process and do not intervene).

6. Atrial.
Among definitions of this term we can find the following:
e according to the TheFreeDictionary's Medical dictionary (3), the term
“trial” is a synonym for the term “experiment”; it refers usually to the
trying out of a substance or a material in order to determine its effect,
o the same states Aschengrau and Seage (6).

Description of intervention studies

General characteristics of intervention studies
Intervention (experimental) studies, also known as intervention trials (7), are the
epidemiological studies that are most similar to laboratory experiments. They are
characterized by the property that in these studies an investigator directly controls on
experimental circumstances, and more precisely, intercedes with new therapeutic agent,
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vaccine, or preventive procedure (7,8). As we mentioned previously, the effects of
interventions are measured by comparing the outcome in both experimental and control
groups.

Major distinction between observational and intervention studies underlies in
the fact that in observational studies investigator accepts the conditions as they are
and makes observations with aim to answer questions related to studied problem,
while in intervention studies he/she gains the mastery over the situation.

If treatments are allocated randomly in a sufficiently large sample,
intervention studies have the potential to provide a degree of certainty about the
validity of results that is absolutely not possible with any observational study (9). In
other words, intervention studies provide the strongest evidence with which to test
hypothesis. In addition, it is considered to be the ideal design for evaluating the
effectiveness and effects of new treatment or intervention. Besides that, intervention
studies can be used for many purposes: evaluating new drugs or other treatments,
testing of new health and medical care technology, assessment of new programs for
screening, or finding new ways of organization and delivery health services (10).
However, due to mainly ethical and practical reasons, this approach is relatively
rare study design in epidemiology and public health (11). Other limitations include
difficulties in generalization of results, limited feasibility, response and attrition
problems, extreme expenses because of large humber of participants and engaged
investigators, etc.

Randomisation - the essential characteristics of intervention studies
The essential characteristic of intervention studies is the randomisation although an
experiment can also be non-randomised what will be discussed later in this section.

Randomisation (or random allocation) of individuals (or groups or
populations) is a process of allocation (assignment) of participants in the study
(individuals or communities) to the experimental and the control group (Figure 1) by
chance (2). After the random allocation the intervention procedure is applied to the
experimental but not to the control group. After the follow-up period is completed the
effect is assessed according to previously defined outcome (11).

OUTCOME +
TREATMENT 1 1
OUTCOME -
POPULATION randomly alocated for
OUTCOME +
TREATMENT 2 ]
OUTCOME -

Figure 1. General design of intervention (experimental) studies. Adapted from Dos Santos
Silva (7).
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Within the limits of chance variation, randomisation is intended to make the control
and the experimental groups similar at the start of the trial (2). In other words, it
eliminates selection bias on the part of the participants and investigators. Because
of this property it is one of the methods of controlling the potential confounding
factors (7).

Various methods can be used to randomize the study subjects to different study

groups such as:

simple randomization - the most elementary method of randomization,
equivalent of tossing a coin (7). Selection of the subjects occurs randomly.
Randomization list could be obtained by using a table of random numbers, or it
could be computer-generated by using random number generator,

stratified randomization, including match-pair design (frequently used in a
community trials) - used when the results of the trial are likely to vary between
categories of certain characteristic (i.e. between sexes/genders or between
different age groups). First strata are formed and randomization occurs
separately for the subjects in each stratum (7),

cluster randomization - this method is characterized by the property that
randomization occurs at the group (cluster) level. All individuals within a
given cluster are assigned to same study group (so-called arm). Cluster
sampling is typically used when the researcher cannot get a complete list of the
members of a population they wish to study but can get a complete list of
groups or “clusters” of the population. It is also used when a random sample
would produce a list of subjects so widely scattered that surveying them would
prove to be far too expensive, for example, people who live in different
districts (12).

Cluster randomized trials are less efficient statistically than individually
randomized trials because the responses of individuals in a cluster tend to be
more similar (intracluster) than those individuals in different clusters
(intercluster). The sample size required is accordingly larger and the analysis
techniques have to be adjusted by the level of association among members of
the cluster (intracluster correlation coefficient) (13).

Despite the randomization is the most optimal design for evaluating

effectiveness, in practice (14), conducting a randomized controlled trial is not always
feasible. Some alternatives to randomization include historical controls and non-
randomized controls.

1.

Historical controls can be used in case that we have therapy today that we
believe will be quite effective, and would like to test it in a group of patients.
So therefore, for comparison, we will go back to the records of patients with
the same disease who were treated before new therapy became available. This
type of design seems inherently simple and attractive, but we can not be sure
that the differences between such groups are due to the therapy, because many
things other than therapy change over time.
One of alternative approaches is also to use controls that are not selected in a
randomized manner. In such a case we are talking of non-randomized trials.

In the case of clinical trials, nonrandomized trial is a clinical trial in
which the participants are not assigned by chance to different treatment
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groups. Participants may choose which group they want to be in, or they may
be assigned to the groups by the researchers (15).

The essential characteristic of non-randomized trials is that the
participants are not assigned by chance to different treatment groups.
Participants may choose which group they want to be in, or they may be
assigned to the groups by the researchers.

Despite the fact that non-randomised trials do not yield the same sort of
information than randomised, they have its own importance - the purpose is
exploratory or hypotheses-generating. On the basis of their results something
must be subsequently proved by randomised trials (14).

Non-randomized trials are often used to evaluate the effectiveness of
surgical treatments (16). In this type of intervention study, the three aspects of
design are the following:

¢ the relationship in time between groups being compared,

o whether or not participants were treated before the study was
conceived, and

o the basis for allocating a treatment to a participant.

These characteristics are important because they are believed to influence the risk of
bias. It is well known that in randomized controlled trials, treatment is allocated by
chance, while in non-randomized studies, the decision to give a particular treatment to
a particular participant is made by researchers. Both methods are likely to give rise to
imbalances in prognostic factors between the groups being compared. Imbalances can
be reduced by matching, or controlled by statistical methods, but their confounding
effects can never be completely removed (7). Imbalances can bias estimates of
treatment effects and almost always increase their uncertainty (16).

Types of intervention studies

Intervention studies (epidemiologic experiments) include (1,4): clinical trials, field
trials, and community trials (community intervention studies) (Figure 2).

clinical trials

T

INTERVENTION
STUDIES

field trials community trials

Figure 2. Three types of intervention studies.

This classification in fact comprises two classifications (6):

clinical trial versus field trial, and
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o individual trial versus community trial.

Clinical trials are trials performed on individual patients as subjects of investigation
(mostly in hospitals/clinics), field trials are trials performed on individual (healthy)
community members as subjects of investigation, while community trials are
performed on whole communities as subjects of investigation.
This is only one of possible classifications of intervention studies. Here are

some others (6):

e therapeutic trial versus prophylactic trial,

e randomized trial versus non-randomized trial,

e simple trial versus factorial trial, etc.

Clinical trials
Definition
Clinical trials are:

e according to the TheFreeDictionary's Medical dictionary (3), experiments
performed on human beings in order to evaluate the comparative efficacy of
two or more therapies,

e according to the U.S National Institutes of Health (17), clinical trials are
studies to answer specific questions about vaccines or new therapies or new
ways of using known treatments,

e according to Rothman et al. (1), experiments with patients as subjects, with a
goal to evaluate a potential cure for disease, or to find a preventive of disease
sequelae such as death, disability, or a decline in the quality of life,

Randomized controlled (clinical) trials
Clinical trials are mostly randomized. In this case are called randomized controlled
(clinical) trials (RCTs):

e according to Lilienfeld and Stolly (8), randomized controlled (clinical) trials
are epidemiologic experiments mainly conducted with the aim to study the
efficacy of a drug or a medical procedure (e.g. surgical intervention) in the
treatment of a disease. However, as Lilienfeld and Stolly state, they can also be
used to evaluate a preventive agents (such as vaccines) or public health
procedures (for example, screening) (8). While the different interventions are
in question, the general methods and principles, for the most part, remain the
same,

e according to Last et al. (2), RCTs are epidemiologic experiments in which
subjects in a population are randomly allocated into a study and a control
group to receive or not an experimental preventive or therapeutic procedure (or
intervention).

To ensure that the groups being compared in RCTs are equivalent, patients are to

them assigned randomly. RCTs are considered as the most scientifically rigorous
method of hypothesis testing available in epidemiology (2).
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Clinical trials designs
Clinical trials can be conducted according to different designs (6,7,14,18,19): parallel
groups, cross-over, or factorial design.
1. Parallel group design (6,18,19).
The most common design is the parallel group design in which patients are
randomised to one of two or more so-called arms of a clinical trial. One arm is
being allocated to an experimental group and the other to a control group.
There exist several types of comparison of experimental group (an intervention
under observation) to a control group (20). For example, it could be compared
to:
e placebo,
e another intervention,
e same intervention at a higher dose (or longer duration), or
e no intervention.

This design of clinical trials is schematically presented in Figure 3 (4).

POPULATION

STUDY

selection according to elegibility criteria

eligible not eligible
¥ ¥
POTENTIAL NON-
PARTICIPANTS PARTICIPANTS

I
invitation to participate
|

response 10 resporlse
¥ ¥
PARTICIPANTS NON-
PARTICIPANTS

I
randomisation

¥

EXPERIMENTAL CONTROL
GROUP GROUP

Figure 3. General design of randomized controlled (clinical) trials. Adapted from Beaglehole et
al. (4).
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2. Cross-over design (6,7,14,18,19).
The cross-over design is one of within-patient comparison designs. In this
design, each patient is randomised to a sequence of two or more treatments,
and thus acts as his/her own control for treatment comparisons. This design is
attractive primarily because it reduces the number of patients required to
achieve a specific power, sometimes to a marked extent. In the simplest two-
by-two cross-over design, each patient receives each of two treatments in
randomised order in two successive treatment periods, often separated by a
washout period.

3. Factorial design (6,7,14,18,19).
In a factorial design two or more treatments are evaluated simultaneously in
the same patient population through the use of varying combinations of the
treatments. In other words, each group of patients gets two or more treatments.

The simplest example is the two-by-two factorial design in which
patients are randomly allocated to one of the four possible combinations of two
treatments. If these two treatments are labelled as treatment A and treatment B,
the combinations are: A alone; B alone; both A and B; neither A nor B.

The usual intention of using factorial design is to make efficient use of
clinical trial patients by evaluating the efficacy of the two treatments with the
same number of patients as would be required to evaluate the efficacy of either
one alone. In other words, factorial design allows answering to more questions
in a single trial for minor increase in costs.

There exist also some other designs, being match pairs design, sequential design
and other within-patient comparison designs like Latin and Greco-Latin square
designs (14).

Detailed discussion on strengths and limitation of various designs are out of
the scope of this module.

Clinical trials at different phases of experimental clinical research
Experimental clinical research usually progresses in an orderly series of steps, called
phases. The trials at each phase have a different purpose and help scientists answer
different questions (14,21,22):

1. Phase | trials.

By these trials, researchers test an experimental drug or treatment for the first

time. Main goals are to detect potentially harmful adverse effects of observed

treatment, and to determine the metabolic and pharmacological actions, and
safe dosage range.

The observed group of participants is small (20-80). It is preferably to
recruit healthy volunteers, because an unexpected and potentially dangerous
reaction can occur, that is easily manageable in healthy participants.

Duration of these studies is up to 1 month.

2. Phase Il trials.
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During this phase the potential treatment’s therapeutic usefulness/effectiveness
is evaluated. It is aimed also at determining the short-term side effects, and to
identify common risks for a specific population and disease.

The experimental study drug or treatment is administered for a limited
period (several months) to a smaller number of patients with target disease
(100-300) that must be as homogenous as possible. Trial is usually offered to
patients who have not improved with other available treatments.

. Phase Il trials.

In phase Il trials, the experimental study drug or treatment is extended to
larger and less homogenous group of patients with target disease (1,000-3,000)
to confirm its effectiveness, monitor side effects, compare it to commonly used
treatments, and collect information that will allow the experimental drug or
treatment to be used safely.

Patients involved in this phase trials are patients with the same type of
cancer who otherwise would receive best current treatment. The duration of
administration increases (several years).

. Phase 1V trials.

In phase IV trials, post marketing studies provide additional information
including the drug's risks (long-term side effects), benefits (additional uses of
the agent), and optimal use. The number of participants increases (thousands of
individuals with target disease as well as new population groups), as well as
the observation period (on-going process).

Types of clinical trials

There exist several types of clinical trials. According to classical classification by
Lilienfeld and Stolly (8), there exist three types of clinical trials, being therapeutic,
intervention and preventive clinical trials:

1. Therapeutic trials.

Therapeutic trials are carried out with the aim to cure diseases, prevent
recurrences and complications or increase survival. Subjects with a disease are
involved in the study. An example of such a study is a study on a Zidovudine
(AZT) treatment for acquired immunodeficiency syndrome (AIDS) (23)
(Example 1).

AZT is a potent inhibitor of the replication of the human Example 1.
immunodeficiency virus type 1 (HIV), and it has been shown to
improve survival in advanced HIV disease.

The objective of this study was to evaluate the efficacy and
safety of AZT, early in the treatment of HIV infection.

A double-blind, randomized, placebo-controlled trial was
performed, with subject stratification by pre-treatment CD4 T
lymphocyte counts. It was a multicentre trial at AIDS Clinical Trial
units in the USA. Included in the study were seven hundred eleven
subjects with mildly symptomatic HIV infection. Three hundred fifty-
one subjects were assigned to placebo and 360 to AZT, 200 mg
orally every 4 hours. The median duration of follow-up was 11
months.
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Fifty-one subjects developed the AIDS, advanced AIDS-related Example 1.
complex, or death as a first critical event. For the stratum of subjects Cont.
with more than 200 but less than 500 CD4 T lymphocytes/mm3 before
treatment, 34 events occurred in placebo recipients and 12 in AZT
recipients (p=0.0002). For the stratum of subjects with 500-799 CD4 T
lymphocytes/mm3  before treatment, 2 events occurred in placebo
recipients and 3 in AZT recipients. Significant differences between the
treatment groups in CD4 T-lymphocyte counts occurred in subjects with
more than 200 but less than 500 CD4 T lymphocytes/mm3 after 4 weeks
of therapy (p=0.002). Differences persisted through week 52. Less
prominent changes occurred in subjects with 500 or more CD4 T
lymphocytes/mm3. Serum levels of HIV antigen decreased significantly
in AZT recipients. Serious anaemia and neutropenia occurred in 5% and
4% of AZT recipients, respectively, and in 0% and 1% of placebo
recipients, respectively.

In conclusion, AZT delayed progression of HIV disease and
produced little toxicity in subjects with mildly symptomatic HIV disease
and less than 500 CD4 T lymphocytes/mm3.

2. Intervention trials.
In intervention trials investigator intercedes before a disease has developed in
subjects at high risk of getting a disease. An example of such a study is s study
on an AZT treatment of HIV-positive individuals without AIDS symptoms
(24) (Example 2).

Since AZT has been shown to improve survival in advanced the human Example 2.
immunodeficiency virus (HIV) disease, the aim of present study was to

estimate efficacy and safety of this drug in persons with asymptomatic

HIV infection.

A randomized, double-blind trial was conducted in adults with
asymptomatic HIV infection who had CD4+ cell counts of fewer than
500 per cubic millimetre on entry into the study. The subjects (92 percent
male) were randomly assigned to one of three treatment groups: placebo
(428 subjects); AZT, 500 mg per day (453); or AZT, 1500 mg per day
(457). A mean follow-up was 55 weeks.

After a follow-up period, 33 of the subjects assigned to placebo had
AIDS, as compared with 11 of those assigned to receive 500 mg of AZT
(p=0.002) and 14 of those assigned to receive 1500 mg of AZT (p=0.05).
In the three treatment groups, the rates of progression (per 100 person-
years) to either AIDS or advanced AlDS-related complex were 7.6, 3.6,
and 4.3, respectively. As compared with those assigned to placebo, the
subjects in the AZT groups had significant increases in the number of
CD4+ cells and significant declines in p24 antigen levels. In the 1500-mg
AZT group, severe haematologic toxicity (anaemia or neutropenia) was
more frequent than in the other groups (p less than 0.0001). In the 500-mg
AZT group, nausea was the only toxicity that was significantly more
frequent (in 3.3 percent) than in the placebo group (p=0.001).

The authors concluded that AZT is safe and effective in persons
with asymptomatic HIV infection and fewer than 500 CD4+ cells per
cubic millimetre.
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3. Preventive (prophylactic) trials.

Preventive trials are conducted with aim to estimate the efficacy of a
preventive agent or procedure among subjects free of disease. An example of
such a study is a study on an education in use of condoms in prevention of
HIV transmission and infection (25) (Example 3).

In some parts of Africa, prostitutes and their clients represent the groups Example 3.
at greatest risk of human immunodeficiency virus (HIV) infection and the
major disseminators of the virus. Condom use was assessed after a
programme of education about the AIDS (acquired immunodeficiency
syndrome) and a condom distribution programme in a well-
characterised prostitute population in Nairobi. Women received their
education at group meetings (barazas) and at individual counselling
sessions during which they were given the results of serological tests for
HIV (group 1) or at barazas only (group 2), or through very little of
either (group 3). During the counselling sessions free condoms were
distributed. Before either of the programmes started, 10%, 9%, and 7%
of groups 1, 2, and 3 women, respectively, reported occasional use of
condoms. During the first year of study, 80%, 70%, and 58% of groups
1, 2, and 3 women, respectively, reported at least some condom use. The
mean frequency of condom use was 38.7%, 34.6%, and 25.6% of sexual
encounters in groups 1, 2, and 3 women. 20 of 28 women who were non-
condom-users seroconverted compared with 23 of 50 women who
reported some use of condoms.

Beside the presented classification also other more recent classifications exist. For example,
according to the U.S. National Institutes of Health (21) there are five types of clinical trials,
being treatment, prevention, diagnostic, screening, and quality of life clinical trials:

treatment trials test new drugs or new combinations of drugs, or new therapeutic
approaches (i.e. new approaches to surgery or radiation therapy,

prevention trials test new approaches, such as medicines, vitamins, minerals, or
other supplements that are believed that may lower the risk of a certain types of
diseases (i.e. cancer), or lifestyle changes. In other words they look for better ways
to prevent disease in people who have never had the disease or to prevent a disease
from returning,

diagnostic trials are conducted to find better tests or procedures for diagnosing a
particular disease or condition,

screening trials test the best way to detect certain diseases or health conditions (i.e.
cancer, especially in its early stages),

quality of life trials (or supportive care trials) explore ways to improve comfort and
the quality of life for individuals with a chronic illness.

Field trials

Field trials, in contrast to clinical trials, as a rule, deal with subjects who are free of
disease but presumed to be at risk, and involve evaluation of agent or procedure with
the aim to reduce the risk of developing disease in general population.
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Data collection takes place “in the field”, usually among non-institutionalized
people in the general population (4).

This design usually requires a larger number of subjects and longer follow-up
period than clinical trials, since their purpose is to prevent the occurrence of diseases
that typically occur with relatively low frequency (1,4,7). Additionally, since subjects
are not under active health care in health care settings (e.g. under treatment in
community health centre or even hospitalized in hospitals), they do not come to a
central location for treatment. Consecutively, field trials often require visiting subject
at home or on the work-place (school-place), or establishing study centres. All these
characteristics mean that field trials are huge projects involving a lot of human and
financial resources (1).

A random allocation of individuals to an experimental and a control group is
again an ideal design. However, in practice there are a lot of difficulties for its
implementation (1). Consecutively, other designs are frequently applied (e.g. cluster
randomization). The problem s that these modifications can affect the
informativeness and interpretation of experimental findings (1). Detailed description
of these limitations is out of the scope of this module.

An example of such a study is a study on the effect of breast cancer screening
on mortality from breast cancer (26) (Example 4).

With the aim to evaluate the effect of breast cancer screening on  Example 4.
mortality from this disease, women, age 40-60 who were members of the
Health Insurance Plan of town X, were randomly divided into two
groups: intervention group (four mammography examinations were
offered at annual intervals) and control group (receiving usual medical
care). Each group comprised 31,000 women. The groups were very
similar in the terms of demographic and other characteristics of interest
(26).

With the aim to evaluate the effect of breast cancer screening on
mortality from this disease, women, age 40-60 who were members of the
Health Insurance Plan of town X, were randomly divided into two groups:
intervention group (four mammography examinations were offered at
annual intervals) and control group (receiving usual medical care).

Each group comprised 31,000 women. A critical factor in
determining sample size was the interest in detecting at least a 20%
reduction in mortality that might be attributed to screening. High levels
of comparability between the study and control groups have been
demonstrated for a wide range of demographic and other characteristics
and for general mortality other than breast cancer.

Screening consisted of a clinical examination, usually by a
surgeon; mammography, in which two views were taken of each breast
(cephalo-caudal and lateral); and an interview to obtain relevant
demographic information and a health history. Independence between
the two examining modalities was strictly maintained so that it could be
determined which was responsible for the chain of events that led to
biopsy. Control women continued to receive their usual medical care.

By the end of 10 years after entry, the study group's mortality due
to breast cancer was about 30% below the control group. However,
there was no longer difference in mortality from causes other than breast
cancer between intervention and control groups.
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Community trials

Trying to find what community trials are we can find following definitions:

Fig

e according Rothman et al. (1), community intervention trials are an extension of
the field trials that involves intervention on a community level,

e according to Dos Santos Silva (7), community trials are special form of field
trials in which whole communities are the unit of allocation. Community trials
thus involve population as a whole, i.e. the group as a whole studied
collectively (7),

e according to Last et al. (2), a community trial is an experiment in which the
unit of allocation to receive a preventive or therapeutic regimen is an entire
community or political subdivision.

COMMUNITY WITH OUTCOME +
DEFFICIENCY OF A COMMUNITY
FACTOR POSITIVE INTERVENTION

FOR HEALTH OUTCOME -

— randomly alocated for

COMMUNITY WITH NO OUTCOME +
DEFFICIENCY OF A COMMUNITY |
FACTOR POSITIVE INTERVENTION

FOR HEALTH OLITEEhiIE -

ure 4. General design of community intervention studies.

General design of community intervention studies is similar to general design

(parallel) in clinical trials (Figure 4). Again, a random allocation of study units (groups,
communities) to an experimental and a control group is again an ideal design (in this case

clu

ster randomization).
An example of such a study is the Newburgh-Kingston caries fluorine study (27)

(Example 5).

The aim of Newburgh-Kingston dental caries study was to estimate Example 5.
whether the increased fluoride concentration in drinking water might
reduce prevalence of decayed, missing or filled permanent teeth. One
entry community (Newburgh) was allocated randomly to receive
fluoride added to the water supply, while the other (Kingston)
continued receiving water without supplementation (27).
The caries fluorine hypothesis which states that fluorine has a
prophylactic effect on dental caries is supported by extensive
epidemiological studies in the USA and in other parts of the world.
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The aim of Newburgh-Kingston dental caries study was to Example 5.

estimate whether the increased fluoride concentration in drinking Cont.
water might reduce prevalence of decayed, missing or filled
permanent teeth.

In 1944 the study plan was made a reality when the, cities of
Newburgh and Kingston in New York State agreed to participate in
such a program, as study and control areas respectively. This study
was started in June, 1944, when basic dental examinations were
begun. One entry community (Newburgh) was allocated randomly to
receive fluoride added to the water supply, while the other
(Kingston) continued receiving water without supplementation. Both
cities are situated on the Hudson River about 30 miles apart. Each
has a population of approximately 30,000. The climate of both cities
is also similar, and their water supplies at the outset of this study
were comparable and have remained so, except for the addition of
sodium fluoride to Newburgh's supply.

On May 2, 1945, sodium fluoride was added to Newburgh's
water supply to bring its fluorine content up to 1.0-1.2 p.p.m., while
Kingston's water supply remains fluorine-free.

All of the dental examinations in Newburgh and the first series
in Kingston were made with mouth mirror and sharp explorer by the
same examiner. The subsequent examinations in Kingston, using the
same technique, were made by two dental hygienists trained in the
method of examination and the charting of defects. In both areas the
examiners called off the defects which were recorded by a staff clerk
on a dental record card designed specifically for this study.

It is expected that the study will take 10-12 years to determine
adequately the efficacy and safety of this caries prophylactic measure.

The proportion of erupted permanent teeth with evidence of
caries experience (decayed, missing, or filled) decreased in each
successive examination period in Newburgh, from 21 per 100 before
water fluoridation to 14.8 per 100 at the time of the last survey. This
rate in Kingston remained approximately 21 for the examination
period. The difference between Newburgh and Kingston at the last
examination suggests a 30% improvement in Newburgh.

Another well known example is a trial of heart disease prevention in North Karelia,
Finland (2,28).

Course of intervention studies

Study protocol
Before the start of the study, protocol in written form must be developed. It contains
rationale and specific objectives, precise description of methods for selecting and
allocating study groups, number of participants, randomization schemes, criteria of
including and excluding participants, type and duration of intervention, major and minor
outcomes, as well as methods for their monitoring and registration. In addition, methods
for data collection and result analyzing, procedures for obtaining the informed consent of
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subjects must be described. The protocol should be accompanied by all forms which will
be completed during the study (usually as appendix).

Selection of participants

Next step is selection of study population. Participants must be similar in regard to many
characteristics that could significantly influence the outcome, such as sex, age, degree of
previous exposure, stage of disease or its absence, etc. Investigator selects target
population, which comprises individuals or groups with set of characteristics related to the
problem investigated. When target (or reference) population is defined, one needs to select
the actual population in which the study will be conducted. It is the experimental
population. Inclusion and exclusion criteria must be clearly defined before the study
begins. It is very important, especially as a method for elimination of all unsuitable
subjects (mainly those with characteristics which can interfere with the outcome). Eligible
subjects must be invited to participate in the study, after being fully informed about the
purposes, procedures, possible risks and benefits of the study. After exclusion of refusals,
the study population is defined. In community trials selected communities should be
stable, with little migration and have self-contained medical care system (8).

Sample characteristics
The sample size, defined as a number of individuals, necessary to detect effect of
intervention, is an essential part of experiment preparation. Inadequate samples can cause
lack of improvement, which exists and is confirmed with large sample (8). The sample
size is computed applying various statistical procedures. The following steps in sample
size calculation are generally accepted:
detection of difference in response rates,
estimation of the response rate in one of the groups,
detection of level of statistical significance (alpha),
detection of the value of the power desired (1-beta), and
detection whether the test should be one-sided or two-sided.

In circumstances when a rare type of exposure or outcome is in question, a
sufficient number of participants may pose a big problem. In such situation, multicentric
trial or meta-analysis can be useful. In multicentric trials, many hospitals (or groups) in the
community, country, or throughout the world are included in the study using the same
study protocol. Meta-analysis is a method in which data from similar studies are pooled in
a statistically rigorous manner (9).

Randomization
Next step in the design of intervention study is allocation of participants into the test and
comparison groups with the aim to ensure that those treated and those untreated are
exactly similar in almost all aspects before intervention. It is the best method if assignment
to study groups should be done at random.

Compliance
The important issue of experimental design is monitoring compliance and side effects.
Noncompliance can decrease the statistical power of study to detect exact effect of
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intervention, although a certain degree of noncompliance is acceptable, especially in
estimation of effectiveness of intervention in real-life conditions.

Patients may be randomized, but following randomization they may not comply
with the assigned treatment. Noncompliance may be overt or covert. In the first case,
people may overtly articulate their refusal to comply or may stop participating in the
study. These non-compliers are dropouts. On the other side, people may just stop taking
the agent assigned without admitting this to the investigator or the study staff. Another
problem in clinical trials is drop-ins. In this case, patients in one group may inadvertently
take the agent assigned to the other group.

QOutcome assessment
The outcome of interest must be clearly defined before the study beginning. In clinical trials,
effects should be evaluated in each patient. In community trials, outcomes would be
expressed as a reduction of incidence of disease or cost to health services (11). If investigator
knows whether participants were in treatment or control group it can result with a biased
assessment of effect. To eliminate this problem, three procedures have been developed:
single-, double- or triple-masking. In a single-masking study, participants are not given any
indication to whether they belong to treatment or control group. The aim is to prevent
participants from introducing bias into observations; it can be achieved by use of a placebo.
In a double-masking study, neither participants nor investigator have knowledge of the
participant group allocation. In a triple-masking study, participants, investigator and reviewer
of data are all masked with regard to the group individuals belong to (8).

Measurements of outcome include both improvement (the desired effect) and any
side effects that may appear. Therefore, there is a need for explicitly stated criteria for all
outcomes to be measured in a study.

Follow-up
Procedures during the follow-up period are the same for all study participants. In this part
of intervention study important issues include equal and rigorous follow-up in both
groups, simple but sufficient methods for detecting of all relevant events, and high quality
cooperation (in that way loss from the study population should be minimized) (11).

Data analysis
The data analysis is performed with the aim to assess the efficacy of intervention. For
example, in vaccine trials, the efficacy is the proportion (or percentage) of the expected
incidence of disease which is prevented by intervention. In case when observed benefits
are high or possible injury effects are serious, results must be analyzed sequentially. This
means to continue data analysis and stop the study when a significant benefit or adverse
effect has been demonstrated (11).

Ethical considerations
In intervention studies, since investigator deliberately intervenes, ethical considerations are
more important in comparison to other types of epidemiological studies. Before study is
carried out, many questions should be considered. Hill mentioned some of them such as:
whether the proposal treatment is safe or possible harmful for study participants, whether it is

Introduction to Intervention (Experimental) Studies

METHODS AND TOOLS IN PUBLIC HEALTH 375



ethical to use placebo treatments, etc. (29). As mentioned above, each participant in study
must be fully informed about the purposes and potential adverse effects of intervention. If
subjects provided with this information decide to participate, their informed consent must be
obtained. Personal privacy and confidentiality must be respected at all time. Nowadays,
almost all research and health institutions have Ethical Committees, formed with the aim to
control and survey ethical aspects of experimental studies. Each experiment including
human subjects must be approved by Ethical Committee. The general guidelines for
biomedical research are contained in the Declaration of Helsinki: Recommendations
Guiding Medical Doctors in Biomedical Research Involving Human Subjects (30) prepared
by World Medical Association (1996 version) and international guidelines published by the
CIOMS (Council for International Organization of Medical Sciences (4,31).

EXERCISE

Teaching methods for this topic would include distribution of several published papers; in
small groups, students will discuss on appropriateness of used design, the validity of study
and the authors’ conclusions in the light of the stated objectives.

Tasks 1-5 refer to Examples 1-5 presented previously in the module, while Tasks
6-8 are adapted from Biglan, Norell, and Omenn (32-34).

Task 1
This task refers to the Example 1. Carefully read it again and discuss the following
questions:
Describe and discuss study objective and design.
What are characteristics of stratified randomization?
What does placebo mean?
What does mean double-blinded trial?
What was intervention?
How were effects of intervention assessed?
What do the results obtained suggest and has the objective been achieved?
Discuss the ethical considerations of the study.

N~ WDN

Task 2
This task refers to the Example 2. Carefully read it again and discuss the following
questions:
1. Describe and discuss study objective and design.
2. How were effects of intervention assessed?
3. What do the results obtained suggest and has the objective been achieved?
4. Discuss the ethical considerations of the study.

Task 3
This task refers to the Example 3. Carefully read it again and discuss the following
questions:
1. Describe and discuss study objective and design.
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2. What was essential in prophylactic trials?

3. What was intervention?

4. How were effects of intervention assessed?

Task 4

This task refers to the Example 4. Carefully read it again and discuss the following
questions:

1. Describe and discuss study objective and design.

2. What was essential in field trials?

3. Why women aged 40-60 were included in this study?

4. What was intervention?

5. How were effects of intervention assessed?

Task 5

This task refers to the Example 5. Carefully read it again and discuss the following
questions:

1. Describe and discuss study objective and design.

2. What was essential in community trials?

3. Why women aged 40-60 were included in this study?

4. What was intervention?

5. How were effects of intervention assessed?

6. What could be another way of controlling an experiment, apart from measuring the

dental health status in similar but untreated low-fluoride community?

Task 6

Carefully consider the paper entitled “A randomized controlled trial of a community
intervention to prevent adolescent tobacco use” by Biglan et al. (32). Discuss the
following questions:

N~ WDNE

What was the objective of this study?

Describe and discuss study design.

Which type of randomization was used?

What was intervention?

Were objective outcome criteria developed and used?

How were effects of intervention assessed?

What do the results obtained suggest and has the objective been achieved?
What were the limitations of this study?

Task 7

Mass screening with mammography for early detection and treatment of breast cancer in
women can reduce the risk of advanced stages of the disease and death. To investigate
this, a randomized trial was conducted among 162,981 women age 40 or more and living
in two counties in Sweden at the time of randomization. Each county was divided into 19
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blocks selected to give relative socioeconomic homogeneity within each block. In one of
the two counties, each block was divided into two units of roughly equal size. One of these
units was selected randomly to receive, and the other not to receive, the screening program
(33). Discuss the following questions:

1
2.

What was the unit of randomization?
What were the advantages and disadvantages of this approach?

Task 8

Read carefully the article “Effects of a combination of beta carotene and vitamin A on
lung cancer and cardiovascular disease” by Omenn et al. (34). Try to find answers to the
following list of questions:

1. Specify the main hypothesis, main outcome and main exposure.

2. Discuss appropriateness of the study design.

3. Rephrase could any other study design be used for this research?

4. What was the target population?

5. What was the main result?

6. Was adjustment for potential confounders carried out?

ASSESSMENT OF STUDENTS

1. Major purpose of randomization in a intervention study is to:
A. facilitate double-masking
B. reduce selection bias
C. reduce information bias
D. facilitate measurement of outcome variables
E. avoid sampling variation.

2. Problems pertaining to intervention studies include the following items, except one:
A. ethical considerations
B. response and attrition problems
C. high likelihood of comparability of study groups
D. limited feasibility
E. high expenses.

REFERENCES

1. Rothman KJ, Greenland S, Lash TL. Modern epidemiology. Third edition. London:
Lippincott, Williams&Wilkins; 2008.

2. LastJM, editor. A dictionary of epidemiology. Fourth edition. New York, Oxford, Toronto:
Oxford University Press; 2001.

3. TheFreeDictionary's Medical dictionary [homepage on the Internet]. Available from
URL: http://medical-dictionary.thefreedictionary.com/. Accessed: September 5, 2009.

4. Beaglehole R, Bonita R, Kjellstrom T. Basic Epidemiology. Geneva: World Health
Organization; 2007.

5. MedicineNet.com. MedTerms dictionary [homepage on the Internet]. Available from

URL: http://www.medicinenet.com/script/main/hp.asp. Accessed: September 5, 2009.

Introduction to Intervention (Experimental) Studies

378

METHODS AND TOOLS IN PUBLIC HEALTH


http://medical-dictionary.thefreedictionary.com/
http://www.medicinenet.com/script/main/hp.asp

10.
11.

12.
13.
14.
15.

16.

17.

18.

19.

20.

21

22.

23.

24,

25.

Aschengrau A, Seage GR II1. Essentials of epidemiology in public health. Sudbury, MA:
Jones&Bartlett Publishers; 2003.

Dos Santos Silva I. Cancer epidemiology. principles and Methods. Lyon: IARC; 1999.
Available from URL: http://www.iarc.fr/en/publications/pdfs-
online/epi/cancerepi/CancerEpi.pdf. Accessed: June 24, 2009.

Lilienfeld DE, Stolley PD. Foundation of epidemiology. New York, Oxford: Oxford
University Press; 1994.

Hennekens CH, Buring JE. Epidemiology in medicine. Boston/Toronto: Little, Brown and
Company; 1987.

Gordis L. Epidemiology. Philadelphia: W.B. Sounders Company; 2000.

Farmer R, Miller D, Lawrenson R. Epidemiology and public health medicine. Oxford:
Blackwell Science; 1996.

Singleton RA Jr, Straits BC. Approaches to social research. Third edition. New York:
Oxford University Press; 1999.

Donner A, Klar N. Design and analysis of cluster randomization trials in health
research. London: Arnold Publishers; 2000.

Spriet A, Dupin-Spriet T, Simon P. Methodology of clinical drug trials. Basel: Karger; 1994.
U.S. National Institutes of Health, National Cancer Institute. Dictionary of cancer terms
[homepage on the Internet]. Available from URL.: http://wwuw.cancer.gov/dictionary/.
Accessed: September 5, 2009.

Reeves BC. Principles of research: limitations of non-randomized studies. Surgery.
2008;26:120-4.

U.S. National Institutes of Health, Clinical Trials.gov. Glossary of clinical trials terms
[homepage on the Internet]. Available from URL:
http://clinicaltrials.gov/ct2/info/glossary#ttrials. Accessed: September 5, 2009.
European Union. Biostatistical methodology in clinical trials. Available from URL:
http://ec.europa.eu/enterprise/pharmaceuticals/eudralex/vol-3/pdfs-en/3cc7aen.pdf.
Accessed: September 5, 2009.

Friedman LM, Schron EB. Methodology of intervention trials in individuals. In: Detels R,
McEwen J, Beaglehole R, Tanaka H, editors. Oxford textbook of public health. Fourth
edition. Oxford: Oxford University Press; 2002. p.569-582.

Franceschi S, Plummer M. Intervention trials. In: Ahrens W, Pigeot I, editors. Handbook
of epidemiology. Berlin: Springer; 2005. p.345-370.

U.S. National Institutes of Health, Clinical Trials.gov. Understanding clinical trials
[homepage on the Internet]. Available from URL:
http://clinicaltrials.gov/ct2/info/understand#Q18. Accessed: September 5, 2009.
University of Pittsburgh, Research Coordinator Orientation. Comparison of clinical trial
phases. Pittsburgh: University of Pittsburgh, Research Coordinator Orientation; 2002.
Available from URL:
http://www.clinicalresearch.pitt.edu/docs/comparison_of_clinical_trial_phases.pdf.
Accessed: September 5, 2009.

Fischl MA, Richman DD, Hansen N, Collier AC, Carey JT, Para MF, et al. The safety
and efficacy of Zidovudine (AZT) in the treatment of subjects with mildly symptomatic
human immunodeficiency virus type 1 (HIV) infection: A double-blind, placebo-
controlled trial. Ann Inter Med. 1990;112:727-37.

Volberding PA, Lagakos SW, Koch MA, Pettinelli C, Myers MW, Booth DK, et al.
Zidovudine in asymptomatic human immunodeficiency virus infection: a controlled
trial in persons with fewer than 500 CD4-positive cells per cubic millimeter. N Engl J
Med. 1990;322:941-9.

Ngugi EN, Plummer FA, Simonsen JN, Cameron DW, Bosire M, Waiyaki P, et al.
Prevention of transmission of human immunodeficiency virus in Africa: effectiveness
of condom promotion and health education among prostitutes. 1988;332:887-90.

Introduction to Intervention (Experimental) Studies

METHODS AND TOOLS IN PUBLIC HEALTH 379


http://www.iarc.fr/en/publications/pdfs-online/epi/cancerepi/CancerEpi.pdf
http://www.iarc.fr/en/publications/pdfs-online/epi/cancerepi/CancerEpi.pdf
http://www.cancer.gov/dictionary/
http://clinicaltrials.gov/ct2/info/glossary#ttrials
http://ec.europa.eu/enterprise/pharmaceuticals/eudralex/vol-3/pdfs-en/3cc7aen.pdf
http://clinicaltrials.gov/ct2/info/understand#Q18
http://www.clinicalresearch.pitt.edu/docs/comparison_of_clinical_trial_phases.pdf

26. Shapiro S. Evidence on screening for breast cancer from a randomized trial. Cancer.
1977;39:2772-82.

27. Ast DB, Finn SB, McCaffery I. The Newburgh-Kingston Caries Fluorine Study. Dental
findings after three years of water fluoridation. Am J Publ Health. 1950;40:716-24.
Available from URL: http://Aww.pubmedcentral.nih.gov/articlerender.fcgi?artid=1528792.
Accessed: September 5, 2009.

28. Hoffmeister H, Mensik GBM. Community-based intervention trials in developed countries.
In: Detels R, McEwen J, Beaglehole R, Tanaka H, editors. Oxford textbook of public
health. Fourth edition. Oxford: Oxford University Press; 2002. p.583-597.

29. Hill AB. Short Textbook of Medical Statistics. Philadelphia: JB Lippincott Company; 1977.

30. World Medical Association. World Medical Association Declaration of Helsinki:
Recommendations Guiding Medical Doctors in Biomedical Research Involving Human
Subjects. Available from URL:
www.hku.hk/facmed/images/document/O4research/institution/Declaration_of Helsinki 199
6_version.pdf. Accessed: August 24, 2008.

31. Council for International Organizations of Medical Sciences (CIOMS). International Ethical
Guidelines for Biomedical Research Involving Human Subjects. GENEVA: CIOMS, 2002.
Auvailable from URL: http://www.cioms.ch/frame_guidelines_nov_2002.htm. Accessed:
August 24, 2008.

32. Biglan A, Ary DV, Smolkowski K, Duncan T, Black C. A randomized controlled trial of a
community intervention to prevent adolescent tobacco use. Tob Control. 2000; 9:24-32.

33. Norell SE. Workbook of Epidemiology. New York, Oxford: Oxford University Press; 1995.

34. Omenn GS, Goodman GE, Thornquist MD. Effects of a combination of beta carotene and
vitamin A on lung cancer and cardiovascular disease. New Engl J Med. 1996;334:1150-
1155.

RECOMMENDED READINGS

1. Dos Santos Silva I. Cancer epidemiology. principles and Methods. Lyon: IARC; 1999.
Available from URL: http://www.iarc.fr/en/publications/pdfs-
online/epi/cancerepi/CancerEpi.pdf. Accessed: June 24, 2009.

2. OlsenJ, Saracci R, Trichopoulos D. Teaching epidemiology: a guide for teachers in
epidemiology, public health and clinical medicine. New York, Oxford, Toronto: Oxford
University Press; 2001.

3. Rothman KJ, Greenland S, Lash TL. Modern epidemiology. Third edition. London:
Lippincott, Williams&Wilkins; 2008.

4. Vetter N, Matthews I. Epidemiology and public health medicine. Edinburgh, London, New
York: Churchill Livingstone; 1999.

Introduction to Intervention (Experimental) Studies

380 METHODS AND TOOLS IN PUBLIC HEALTH


http://www.pubmedcentral.nih.gov/articlerender.fcgi?artid=1528792
http://www.hku.hk/facmed/images/document/04research/institution/Declaration_of_Helsinki_1996_version.pdf
http://www.hku.hk/facmed/images/document/04research/institution/Declaration_of_Helsinki_1996_version.pdf
http://www.cioms.ch/frame_guidelines_nov_2002.htm
http://www.iarc.fr/en/publications/pdfs-online/epi/cancerepi/CancerEpi.pdf
http://www.iarc.fr/en/publications/pdfs-online/epi/cancerepi/CancerEpi.pdf

METHODS AND TOOLS IN PUBLIC HEALTH

A Handbook for Teachers, Researchers, and Health Professionals

Title ACQUIRING QUALITATIVE SKILLS FOR
PUBLIC HEALTH RESEARCH: USING
INTERVIEWS TO GENERATE DATA
Module: 1.5.1 ECTS (suggested): 0.25

Author(s), degrees,
institution(s)

Danica Rotar Pavli¢, MD, PhD, Assistant Professor
Department of Family Medicine, Faculty of Medicine, University of
Ljubljana, Slovenia

Address for Danica Rotar Pavli¢

correspondence Department of Family Medicine, Faculty of Medicine, University of
Ljubljana, Slovenia; Poljanski nasip 58, Ljubljana, Slovenia
E-mail: danica.rotar@guest.arnes.si

Keywords Qualitative study, fieldwork, interview

Learning objectives

After completing this module students should:
o know the definition and characteristics of interviews;
o be familiar with the design phase of a qualitative study;
o be familiar with data reduction and concept construction;
o he familiar with validation and triangulation.

Abstract

Qualitative research interviews are defined as attempts to understand the
world from the subjects’ point of view, to unfold the meaning of peoples’
experiences, to uncover their lived world prior to scientific explanations.
Interviewing is a well-established research technique. Much qualitative
research is interview-based.

There are three main types: structured, semi-structured, and in-depth
interviews. In practice, open-ended, qualitative interview questions are
often combined with more closed-ended, structured interview formats.

Qualitative interviews may be used as an exploratory step before
designing more quantitative, structured questionnaires to help determine
the appropriate questions and categories.

The module describes principles of interview-based qualitative
research.

Teaching methods

An introductory lecture gives the students their first insight into the
characteristics of qualitative research. Theory is illustrated through a
case study. After the introductory lectures, the students carefully read
the recommended readings. Afterwards, they check the findings in the
fieldwork. In the next steps, they analyze the transcribed interview and
present their findings to the other students.

Specific o proportion of fieldwork under teacher supervision/individual

recommendations students’ work: 30/70%;

for teachers o facilities: a lecture room, a computer room, rooms for group work;
e equipment: computers (1 computer per 2-3 students), LCD

projection, access to the Internet and bibliographic data-bases;

e training materials: recommended readings or other related readings;
e target audience: Bologna-type master’s students.

Student assessment | Multiple-choice questionnaire.
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THEORETICAL BACKGROUND

About qualitative methods and interviews
Recent years have seen the development of interest in the usefulness of
qualitative methods in primary care, public health research, and health services
research (1). These qualitative methods have a long history in the social sciences
and education, but a relatively short one in medicine. They are multi-method in
focus, involving an interpretive, naturalistic approach to their subject matter (2).
This means that qualitative researchers study things in their natural settings,
attempting to make sense of, or interpret, phenomena in terms of the meanings
people bring to them. However, such research has utilized, often uncritically, a
“cookbook” of methods for data collection, and common-sense principles for data
analysis. It is therefore necessary to study qualitative methods in just as much
depth as we do quantitative research methods (3). Qualitative studies are studies
that go beyond numbers. Qualitative studies commonly employ interviewing and
observation as their research methods, and the data is often text rather than
numbers (4).

A major deciding factor when conducting research is the type of questions
used. For example, a question such as “What percentage of patients would want
antibiotics for their upper respiratory tract infections?” requires a quantitative
approach. However, a question such as “What does the term ‘antibiotics’ mean to
people who request it in a consultation for upper respiratory tract infections?” is
far better answered by qualitative methods (5). Much qualitative research is
interview-based. Interviews allow us to study areas that are difficult to analyze
using quantitative methodology; for example, 