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ABSTRACT:  

The use of machine learning and deep learning models in detecting depression on 

social media has become a promising approach to address the challenges in 

traditional depression diagnosis methods. This systematic literature review 

examines the recent advancements in the application of these models to analyze 

social media data for early identification of depressive symptoms. The review 

highlights the advantages of leveraging user-generated content on social media 

platforms, as well as the potential of large language models and neural networks in 

achieving high accuracy in depression detection. However, the review also 

discusses the need to address challenges related to the interpretability and 

transparency of these models, and the importance of integrating them with clinical 

data and comprehensive mental health monitoring frameworks. The findings of this 

review provide valuable insights for researchers and healthcare professionals 

interested in utilizing innovative technologies to enhance the early detection and 

management of depression. Social media platforms have emerged as a valuable 

source of data for analyzing various mental health conditions, including 

depression. Researchers have explored the potential of leveraging textual content 

from social media posts to detect and monitor depressive disorders, as individuals 

often express their mental health struggles and experiences on these platforms. This 

paper presents a comprehensive literature review on the current state of research in 

machine learning models for mental health analysis on social media. 

1. Introduction 

Lakhs of people are suffering from mental illness due to unavailability of early treatment and services 

for depression detection. Thus, it is a very challenging task to recognize people who are suffering from 

mental health disorders and provide them treatments as early as possible. It is the major reason for 

anxiety disorder, bipolar disorder, sleeping disorder, depression and sometimes it may lead to self-

harm and suicide. 

The widespread use of social media platforms has provided researchers with a wealth of user-generated 

data that can be leveraged for early detection of mental health conditions, such as depression (Garg, 

2023) [9]. The use of machine learning and deep learning models has emerged as a promising approach 

to analyze social media data and identify patterns indicative of depressive symptoms.  

These advanced computational techniques offer several advantages over traditional depression 

diagnosis methods (Zhang et al., 2024) [10] (Shah et al., 2024) [11], including the ability to process 

large volumes of unstructured textual data, detect subtle linguistic and behavioral cues, and achieve 

high accuracy in predicting the onset of depressive episodes.  
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This systematic literature review examines the recent advancements in the application of machine 

learning and deep learning models for the early identification of depression on social media platforms. 

2. Methods 

 

Figure 1: Worldwide active selected users of social media sites 

Figure 1 describes the worldwide active users of social media sites [15]. Some of the most popular 

social media platforms are WhatsApp, Instagram, Facebook, YouTube, WeChat, TikTok, Facebook 

Messenger, Douyin, Telegram, Snapchat. 

Conventional techniques for diagnosing depression, like clinical interviews and self-report 

questionnaires, are reliable but labor-intensive and require qualified specialists. Social networking sites 

like WhatsApp, Facebook, Instagram, and Twitter (X) have grown rapidly in the last ten years, opening 

new opportunities for timely and scalable depression screening. These platforms, which offer a 

multitude of user-generated material where people regularly share their thoughts and emotions, are 

intricately woven into the daily lives of a sizable section of the world's population. 

Suicide is a huge global public health concern that is significantly influenced by depression. Early 

detection of suicidal thoughts and symptoms of depression can help avoid such consequences.  

Because of their vast and varied user bases, publicly accessible information, and succinct posts that 

frequently capture individuals' emotions, Twitter and Reddit are especially well-suited for this role. 

 

Figure 2: Taxonomy of mental health 

Figure 2 describes the taxonomy of mental health [9] in order to automate mental health forecasts, this 

work presents a taxonomy for mental healthcare and examines it as an interdisciplinary field 

integrating computational linguistics and human–computer interaction. Biomedical (e.g., ECG, EHR), 

social (human behavior), psychological (mental health theories), and ethical (data security) factors are 

important components of mental healthcare. Due to stigma and restricted clinical access, traditional 

techniques of identifying mental health issues are becoming less common. As a result, digital mental 
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health approaches that use internet data such as blogs, self-reports, and social media are becoming 

more popular [50]. In order to identify stress, depression, and suicide risk, the emphasis is on text-

based data from websites such as Twitter, Reddit, and Sina Weibo. Because of their disparate 

semantics, multimodal sites (like YouTube and Instagram) are not included. Six more mental health 

issues are also examined in social NLP research, with the most extensively researched being stress, 

clinical depression, and suicide risk [51]. AI developments have sparked additional study and possible 

industrial uses. 

Social Media Data Features: 

Unstructured, user-generated content makes data curation for mental health diagnosis on social media 

difficult. While feature extraction research has helped identify neuropsychiatric diseases from self-

reported text, classifier advancements have enhanced natural language understanding for mental state 

inference. Commonly used platforms include Facebook, Instagram, Reddit, and Twitter; research on 

these platforms focuses on social aspects and natural language processing (NLP) rather than 

multimodal data. Both cross-sectional and longitudinal research benefit from the use of feature 

extraction techniques to find prevailing trends [52, 53,54]. 

Learning-based models based on four feature classes—user-profile, linguistic, social, and multimedia 

features—are used in cross-sectional studies to infer mental states from social media data. Social NLP 

research focuses on text and image modalities, and textual features are extracted using either traditional 

(handcrafted linguistic and semantic features) or automated (vector representations in pre-trained 

models) methods. 

In this literature review, methodology of this study includes a detailed description of the RoBERTa, 

DistilBERT, Electra, GPT-3.5 Turbo 1106 model (proprietary model), LLaMA2-7B(open-source), 

their fine-tuning process, and their use for depression detection from the users’ social media data. 

Figure 1 illustrates the different methodology used for depression detection. 

 

Figure 3: General Process 

In this study, the improved GPT-3.5 Turbo 1106 (proprietary) and LLaMA2-7B (open-source) models 

are used to investigate depression detection. These algorithms use text data from social media to 

categorize posts as either depressive or non-depressive. Figure 1 shows the details of the model and 

methodology [27, 49]. 

According to Figure 3, social media text data is provided to fine-tuned RoBERTa, DistilBERT, Electra, 

GPT-3.5-Trurbo 1106 [26] and fine-tuned LLaMA2 7B [27] models that in turn recognize the provided 

text as a depressive or non-depressive post. A detailed description of each of these models is provided 

below: 
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Figure 4: General Extraction Process 

In this figure 4: first column indicates mental healthcare indicate human-computer interaction to 

automate the predictions, 2nd and 3rd column indicates identification and prediction of mental health 

depression using social media platforms, it focuses on detecting emotional expression like anger, fear, 

joy, and sadness, scoring these emotions and detect the person is having depression or not. It deals 

with the text data analysis and classification from social media platform data (Twitter, Reddit, Sina 

Weibo). Also, among 9 mental health problems, stress, tension, clinical depression and suicidal risk 

detection are most widely studied areas on social media platforms [28]. 

Figure 5: Research Process PRISMA framework 

In this model [114], the PRISMA framework is used in this literature review to arrange the research 

process in an organized manner. Using the query ["depression" OR "depressed"] AND ["mental" OR 

"disorder"] AND ["detection"] AND ["social media"], articles were obtained from five databases: 

ScienceDirect, ACM Digital Library, IEEE Xplore, Springer Link, and Emerald Insight. Articles 

written in languages other than English, those released prior to 2015, duplicate research, and unrelated 

depression-related subjects were also excluded. Abstracts were examined for their applicability to the 

study's goals, and eligible records were further reviewed for full-text availability. Included were only 

studies that addressed the predetermined study question [114]. Table 1 provides a summary of the 

outcomes of this procedure. 

Table 1: Difficulties in text-based detection 

No Issue No of 

papers 

Study 

identified 

1 No means to verify 

the data validity 

1 10 

2 Data unable to 

provide sample 

characteristics 

2 10,19 
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3 Ethical concerns 6 10, 6, 17, 

18, 20, 

21 

4 Insufficient data 4 11, 12, 

18, 19 

5 Stigma and/or lack 

of awareness 

3 14, 20, 

21 

6 Severity of error 2 6, 17 

7 Oversimplification 1 21 

 

These are the challenges faced in doing text-based approach for depression detection 

Table 1 demonstrates that the most prevalent ethical issues in the chosen studies are privacy protection 

and data accessibility. Data pertaining to mental health is regarded as extremely sensitive even though 

it is publicly available. 

Table 1 identifies ethical issues as a significant obstacle, especially with relation to data accessibility 

and privacy for sensitive mental health information. Due to the difficulty of confirming users' 

depression state, API data may be relied upon, perhaps resulting in subpar sample quality. The research 

process is complicated by the interconnectedness of many difficulties [114]. 

Out of the original 1548 data, 17 articles on text-based depression detection were chosen for analysis 

in this systematic review. The stigma associated with mental health, data scarcity, and ethical 

considerations are among the main problems noted. Classifiers, Support Vector Machines, and 

Probabilistic Classifiers are popular approaches; the BiLSTM + Attention method produces the best 

results. Furthermore, an experiment using a refined BERT-based model that included text 

summarization for lengthy sequences produced better results, although more improvement is required. 

In this paper architecture diagram, they have collected different papers and compared with different 

algorithms and what are the challenges faced for detecting depression through social media text-based 

approaches [114]. 

 

Figure 6: Ensemble architecture 

In this model describe the architecture of ensemble model of multilingual languages. 

This study looks at social media depression detection in eight Indian languages with limited resources. 

In order to integrate the advantages of the LSTM and GRU models, it suggests an ensemble model. 

By overcoming data constraints, a translation strategy achieves competitive accuracy and precision, 

and the ensemble model performs well [48]. 
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Deep learning methods, particularly transformer models like BERT and GPT, have demonstrated great 

promise in the analysis of social media data for the identification of depression.  

These models perform better than more conventional machine learning techniques like logistic 

regression and support vector machines [55, 56], which necessitate intensive feature engineering, since 

they can catch subtle linguistic patterns. 

In order to identify depressive symptoms, the study intends to create a large dataset of tweets tagged 

with depression markers and apply both transformer-based and conventional machine learning models. 

The relative usefulness and efficacy of these models in automated depression screening will be 

ascertained through a comparative analysis. 

The study consists of a performance comparison, model creation and training, and a review of previous 

research. The study intends to solve the growing mental health crisis in the digital age by developing 

precise, scalable methods for mental health monitoring and early intervention by utilizing the power 

of transformers and real-time social media data. Social media's worldwide reach, and continuous data 

flow offer a previously unheard-of chance to identify mental health problems and guarantee prompt 

assistance for people in need. 

3.     RELATED WORKS 

Mental health is a crucial aspect of overall well-being, and depression is one of the most prevalent 

mental health disorders worldwide. Given the heavy toll of depression and its widespread prevalence, 

there is a growing interest in developing computational methods to detect depression using data from 

social media platforms.  

Muzafar et al.2023[1] highlight that the wealth of personal expression shared on ubiquitous social 

media platforms presents an opportunity to develop machine learning models capable of detecting 

patterns indicative of depression and facilitating early intervention.  

The paper employs AI techniques, specifically machine learning and natural language processing, to 

analyze social media data (Mansoor & Ansari, 2024) [2]. This reflects a broader trend in mental health 

research towards utilizing AI for tasks such as risk assessment, diagnosis, and personalized treatment 

recommendations. The authors' multilingual, multi-platform approach is particularly noteworthy, 

addressing a key limitation of previous studies that often focus on single platforms or languages. 

Mansoor and Ansari developed a multi-modal deep learning model that achieved 89.3% accuracy in 

detecting mental health crises, demonstrating a predictive lead time of 7.2 days prior to expert 

identification. Linguistic patterns and behavioral changes were key indicators in this model's 

prediction [2]. 

Social Media and Mental Health 

Social media's explosive growth and broad use have completely changed how people communicate, 

express themselves, and share their experiences. Because social media data provide important insights 

into users' emotional states and behavioral patterns, this digital transition has opened up new avenues 

for mental health research and interventions [116, 117]. As digital extensions of people's social life, 

platforms like X, Facebook, and Reddit—which have billions of active users—have become essential 

to contemporary culture. They make it possible to share ideas, emotions, and experiences in real time. 

These networks' vast amounts of user-generated material offer a wealth of data for researching and 

tracking mental health issues, such as depression [118,119]. 

Users' emotional and mental states are frequently reflected in social media material [120,121]. People 

who are depressed may exhibit more negative mood, hopelessness, and less social interaction 



 
 Alakananda K, Ananth Prabhu G, Melwin D Souza, Vidya VV, A Systematic Review on Leveraging 

Machine Learning and Deep Learning for Early Mental health Depression detection on Social Media 
Platforms. 
SEEJPH Volume XXVI, S1, 2025, ISSN: 2197-5248; Posted:05-01-2025 

 

 

4576 | P a g e  

[118,119]. Examining these trends over time facilitates prompt interventions and aids in the detection 

of early indicators of mental health problems [118,119]. 

Machine Learning for Depression Detection 

Machine learning is being used more and more in mental health research to identify depression in texts 

from social media. To find depressed signs, supervised algorithms such as SVM, Decision Tree, Naive 

Bayes, and Random Forest examine text data from websites like Facebook and Twitter [122–126]. For 

the investigation of depression, these models record visual information, affective patterns, and 

language clues. Studies utilizing classifiers like KNN, Adaboost, and logistic regression have shown 

great accuracy, proving the effectiveness of sentiment analysis and behavioral pattern analysis 

[14,125]. Nevertheless, difficulties include limited model interpretability and laborious manual feature 

engineering [120,121]. Notwithstanding this, machine learning provides scalable, real-time insights 

into mental health, and developments in deep learning hold promise for increased precision and 

effectiveness in the diagnosis of depression [127] 

Deep learning for mental health 

Deep learning has been used to identify mental health problems in social media and clinical data [20]. 

Neuroimaging EEG, and EHR are examples of clinical data types that are utilized to diagnose disorders 

such depression, schizophrenia, and ADHD [21–25]. CNNs and RNNs are two examples of techniques 

that have been used for feature extraction and predictive modeling. For example, EEG has been used 

to diagnose depression, and RNNs have been used to analyze EHRs in order to predict depressive 

episodes [11,26]. In order to detect depression, deep learning models have also examined unstructured 

clinical notes [12]. 

Heterogeneous Subgraph Networks:  

Chen et al.2024 [3] employed prompt learning to improve the interpretability and user interaction 

modeling of their depression detection method. This approach significantly outperformed existing 

techniques. 

The BXCNN model, a novel approach to depression detection, integrates BERT, XGBoost, and CNN 

to effectively extract features and address data imbalance,  

resulting in improved accuracy for predicting depressive symptoms (Xi et al., 2024) [4]. 

Multi-Modal Feature Fusion: This method made use of cross-attention mechanisms and achieved an 

accuracy of 94.95%, which demonstrated a strong potential for detecting hair species by combining 

various types of data (Li & Xiao, 2024) [5]. Though the potential of social media data in mental health 

monitoring is manifested in these advancements, ethical issues including privacy and the risk of 

stigmatization are still key challenges to overcome in future studies (Mansoor & Ansari, 2024) [2]. 

This approach, posts, comments, and multimedia data could also be analyzed using machine learning 

and deep learning models to identify depressive symptoms. Methods such as decision trees and 

convolutional neural networks improve early detection and assist expert decision making in the field 

of mental health. A recent literature review shows that depression is a worldwide problem and the use 

of machine learning (ML) and deep learning (DL) techniques allows for the automatic detection of 

depressive symptoms on social media (Wadzani et al. 2024) [6]. 

In this paper focuses advanced machine learning techniques, such as LSTM (long short-term memory), 

CNNs (convolution neural networks). Using these methods, it analyzes the language and temporal 

context of tweets and analyzes psychological states of individual (Kartik et. al 2024) [7]. 

This paper contributes to this field by proposing a systematic approach to classify depression levels 

based on social media activity. In summary, the paper discusses depression detection through social 
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media, with a focus on machine learning and NLP techniques to enhance early detection and 

intervention strategies (Dhanashree, Patil. el al (2024)) [8]. 

The study involves automated depression detection methos like social media audio, video, posts. The 

research survey uses existing ML methods, analyzes over 140 related articles, and processes 80 for 

comparative analysis. It also discusses various systems for depression detection and future directions 

and identified open challenges. In this it highlights the early detection of depression symptoms and 

different techniques used to assist for diagnosis and treatment [12]. 

The literature review focuses on analyzing social media text data, particularly post-Covid, it uses ML 

techniques to detect and extract emotions related to depression. It highlights the challenges involved 

in pre-processing the text data and applying algorithms to uncover hidden emotional layers [13]. 

In this paper utilized machine learning techniques like Naïve Bayes and Random Forest on a Kaggle 

dataset to see the comparison of their accuracy in predicting three emotions associated with depression. 

The results intend to lead to the right counseling interventions, that may prevent exacerbation in mental 

health problems [14]. 

In this paper, we point out the trend to use social media data like Twitter for depression detection with 

machine learning algorithms. It draws parallels between the rise of social media and the increased rates 

of depression. However, limitations of this paper is diverse feature extraction from user activities to 

enhance accuracy and F-measure scores. While the approach shows promise, challenges remain in 

ensuring comprehensive data representation and addressing privacy concerns associated with 

analyzing personal social media content for mental health predictions [14]. 

In this paper it uses various machine learning models, such as logistic regression, random forest, naïve 

bayes also advanced deep learning models like RoBERTa and DeBERTa which excel in capturing 

contextual nuances in language (Bokolo & Liu, 2024) [15]. The paper evaluates machine learning and 

transformer models for depression detection in social media, highlighting that transformer models like 

RoBERTa and DeBERTa outperform traditional algorithms, while logistic regression excels in simpler 

datasets, contributing to mental health monitoring advancements [15]. 

In this paper it identified convolution neural networks and recurrent neural networks in detecting 

depressive symptoms from various datasets, such as Twitter & Reddit (Gadzama et al., 2024) [6]. It 

identifies 28 machine learning articles focused on depression detection on social media, using 

technology like decision tree, KNN, and SVM. It emphasizes the importance of deep learning model 

for improved diagnosis and prediction [6]. 

Emotional intensity analysis has been utilized to quantify expressions of various emotions, providing 

insights into users' mental states (Myee et al., 2024) [17]. 

In this paper (Myee et al., 2024) [17], focuses on depression detection in social media post through 

emotional intensity using AI & ML models like RoBERTa, DistilBERT, and Electra, emphasizing 

their effectiveness in identifying mental health issues by analyzing emotional expressions in textual 

data [17]. 

BERT and its variations performed very well in detecting signs of depression. They achieved 

impressive scores of 99.29% for macro F-measure and 99.56% for micro F-measure, showing their 

strong capability in identifying depression-related cues (Balcı & Essiz, 2024) [18]. 

The BERT model showed very high accuracy with 99.29% macro and 99.56% micro-F-measure 

values. It performed better than traditional algorithms like SVM, Naive Bayes, and Random Forest, 

which had difficulty with sentiment analysis in unbalanced datasets. This demonstrates BERT's 

effectiveness in detecting depression [18]. 
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Support Vector Machine (SVM): Achieved 71.14% accuracy using metadata, indicating its potential 

in specific applications (Begum & Sait, 2024) [19]. 

This shows that SVM could be useful in certain applications 

In this paper various ML models were used, SVM, Logistic Regression, Random Forest & KNN. SVM 

has the highest accuracy of 71.14% using Glove embedding. Other models’ performance was not 

specified [19]. 

The recent advancements in the application of machine learning and deep learning models to analyze 

social media data have shown remarkable progress in the early identification of depressive symptoms.  

A study by (Hassantabar et al., 2021) [20] in this study used neural networks & DL models for 

detecting mental health disorders, such as depression detection, using both clinical and social media 

data. These models were able to achieve higher levels of accuracy. 

A study by (Bokolo & Liu, 2024) (Bokolo & Liu, 2023) [21], here it used 2 models RoBERTa and 

DeBERTa, these models 

good in contextual nuances of languages and achieving highest accuracy for depression detection tasks. 

The model RoBERTa achieved an accuracy of 0.981%. Depression detection from tweets data. This 

model identified as best model for early detection of mental health depression detection from social 

media platforms, while compared to DeBERTa, [21]. 

In this paper it uses a machine learning model Naïve Bayes, SVM to classify depression level from 

social media post. The system achieved 74% accuracy in classifying the depression level based on 

sentiment analysis according to their post. It is used leveraging NLP and beck depression inventory II 

(BDI-II) [37]. 

Alqazaaz et al. [38] here it compares the performance of machine learning model with deep learning 

LSTM networks for the depression detection through twitter data. LSTM is achieving better results. 

The social media platforms like Facebook and Reddit have lakhs of active users. These platforms 

enable the users to share their thoughts, feelings, and experience. The huge, generated content on these 

sites serves as a data source for monitoring and understating the mental health conditions, like 

depression [39,40]. 

In [41], this paper describes a model for depression analysis by developing correlations between 

depressive indicators and textual indicators. 

The author (S. AlSagri & Ykhlef, 2020) [42] examining the potential of machine learning models to 

identify depression among twitter users. Here the users diagnosed with depression will be posting 

negative emotional sentiments. And it used SVM classifier, which achieved 70% accuracy. 

The systematic review by the author (Liu et al., 2022) [43] used various machine learning models, 

which is used for text mining techniques. This research states that machine learning models are 

achieved high accuracy and reliable model for early detection of depressive symptoms. 

The author (Safa et al., 2023) [44] focuses on assessment for future developments in mental health, 

also states the importance of mental health state languages. In this paper describes the feature 

extraction processes provide a valuable framework for ongoing research. 

Moreover, the author (Nasrullah & Jalali, 2022) [45] and (Gupta et al., 2022) [46], focused on the 

importance of preprocessing textual data & the psychological analysis of languages. These studies 

state linguistic features and detect depressed and non-depressed individuals. The (Ahmed et al., 2022) 

[47], author describes the challenges and opportunities presented by social media data for depression 

detection. 
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In this paper it proposes a model LSTM &amp; GRU for depression detection across 8 low-resource 

Indian languages, future work focuses to improv the dataset and different model and advanced 

Architecture [48]. 

Machine learning algorithms are being used more and more in mental health research to identify 

depression in texts from social media. Research has shown that supervised algorithms can detect minor 

emotional patterns and linguistic clues that indicate depressive symptoms in user-generated material 

by analyzing data from social media sites like Facebook and Twitter [57]. 

Machine learning (ML) approaches for identifying depression in social media data have been studied 

recently [128]. Through text analysis, studies have demonstrated the potential of supervised algorithms 

such as SVMs, Decision Trees, Naïve Bayes, and Random Forest in processing massive amounts of 

social media data for mental health monitoring [60]. Additionally, some researchers have used 

behavioral pattern analysis and sentiment analysis, showing great accuracy in predicting depression 

levels. For instance, Obagbuwa et al [58]. employed classifiers like KNN and Adaboost to identify 

depressed symptoms in tweets, whereas Angskun et al [59]. used logistic regression and SVMs.  

Despite their efficacy, standard machine learning techniques necessitate manual feature engineering, 

which takes a lot of effort and could miss subtle linguistic indicators of sadness. Furthermore, these 

models frequently lack interpretability, which makes it more difficult to comprehend how depression 

indicators are found. 

However, machine learning approaches have made considerable progress in mental health research by 

providing effective and scalable tools for early depression identification. By increasing the precision 

and breadth of social media-based depression analysis, emerging deep learning algorithms hold the 

potential to overcome current constraints. 

In this paper, by correcting asymmetrical data distribution through a one-shot judgment strategy, this 

work tackles bias in the diagnosis of depression from social media posts [16]. With a 98.05% 

classification accuracy, an ensemble model that combines SVM and KNN with noisy label correction 

is suggested to differentiate between suicidal thoughts and depression symptoms. The model 

guarantees objective and comprehensible data classification [16]. 

In this they state that [49], three methods developed by Team6 to forecast chatbot response quality in 

DSTC 11 Track 4 using LLMs such as ChatGPT and Llama 2 are presented in this study. Dynamic 

few-shot examples were used to achieve improvements over the baseline, and an ablation research 

revealed discrepancies between Llama 2 and ChatGPT's use of these instances [49]. 

This study examines 37 papers on machine learning-based social media suicidal ideation detection, 

emphasizing the technology's potential to stop suicide and self-harm. It offers academics a thorough 

resource for classifying suicidal texts [93]. 

This paper state that 18 emotions associated with stress are identified in this work, with a focus on 

anger, fear, and melancholy. Complement Naïve Bayes and Bi-LSTM with GloVe embeddings are 

used to identify stress-inducing emotions in text. With accuracy rates of 88.40% and 89%, respectively, 

the suggested techniques surpass current algorithms [103]. 

This study investigates the use of deep learning methods, such as CNNs, for facial expression-based 

emotion recognition in videos [124]. The FER2013 dataset was used in experiments to detect 

depression, with 97% training accuracy and 57.4% testing accuracy [124]. 

PERFORMANCE METRICS 

In the performance metrics, social media textual analysis these are the model used to analyse textual 

data for depressive language pattern and classification it used NLP techniques, (transformer-based 
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models like BERT & RoBERTa, TF-IDF, n-grams) it is achieving high accuracy in identifying 

depressive sentiments from social media data. Pandey & Kumar, 2024) [22] (Agoylo et al., 2024) [23]. 

In this study (Lu & Koehn, 2024) [24] it used LLMs – Large language models like LLM2Vec for 

textual analysis and classification for depression detection from social media data by analysing 

linguistic cues. Also, it analyses Multimodal data integration, including text, audio, and videos. This 

approach allows more comprehensive analysis for mental health depression detection of a patient, 

nuances that may be missed by text-only models (Lu & Koehn, 2024) [24]. 

Haq et al., 2024 [25] the author used advanced machine learning techniques, such as AdaBoost 

Classifier (ABC), SVC – Support vector classifier. These models are used to detect the depression 

levels based on textual data like questionnaire PHQ-9. By using these model state that it shown high 

accuracy in classifying depression and early detection of depression symptoms. 

As evident from studies in the past, social media platforms have strong association with feelings 

expressed by users [29–31]. About 8 out of 10 people tend to disclose their suicidal tendencies on 

social media [20]. Mental health prediction from social media [32] facilitates suicidal risk assessments 

[33] and early detection of suicidal tendencies by using emotion spectrum from social media user’s 

historical timeline [34] due to the presence of Papageno effect [35]. Such path-breaking developments 

intensifies faith in developing learning-based mechanisms to capture mental health levels using 

language. 

4.  Results & Discussion 

Table1: different models and their description 

Algorithm  Description 

Support Vector Machine 

(SVM) 

The most popular methods used in the set of selected articles are 

the usage of  

classifiers, support vector machine (SVM), and probabilistic 

approach (Bayesian, 

Hierarchical Dirichlet Process, etc.) 

RNN on the early detection 

of depression 

difficulties finding proper context from a word in a long sentence 

BiLSTM + Attention model textual data 

best result is obtained by using BiLSTM + Attention model 

Recurrent Neural Network 

Model (RNN)  

difficulties finding proper context from a word in a long sentence. 

on the early detection of depression 

Random Forest 94.9% 

Bernoulli Naive Bayes 90.1% 

Logistic Regression 97.0% 

RoBERTa 98.0% 

DeBERTa 98.0% 

DistilBERT 97.0% 

SquuezeBERT 95.0% 
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NAÏVE BAYES 

DEPRESSION 

PREDICTION 

88% 

GPT-3.5 GPT-3.5 Turbo 1106 has fine-tuning capabilities, and we can fine-

tune it on different datasets to perform different tasks 

Turbo 1106 Turbo 1106 is equipped with an appropriate and advanced 

understanding of the language 

LLaMA2-7B offers robust fine-tuning capabilities, allowing it to be adapted for 

specific tasks. s like sentiment analysis, language translation, and 

more. 

Multinomial Naive Bayes accuracy of 83% 

Decision Tree (max_depth = 

5) 

accuracy of 91% 

K-Nearest Neighbours (K = 

7) 

gave the lowest accuracy of 67% 

Long Short-Term 

Memory(LSTM) 

accuracy of 92% 

Universal Sentence Encoder 

(USE) 

performing best with an accuracy of 98%. 

Sequential Model accuracy of 87% 

 

With 98.0% accuracy and F1 scores, transformer models such as RoBERTa and DeBERTa scored 

noticeably better on the Sentiment 140 Dataset than conventional machine learning models. With an 

accuracy and F1-score of 97.0%, logistic regression outperformed transformers among conventional 

models. In contrast, Bernoulli Naive Bayes performed somewhat well across all metrics, whereas 

Random Forest had high precision with somewhat worse recall. 

As indicated in Table 1, a unique technique for assessing depression levels has been created based on 

the Beck Depression Inventory-II (BDI-II) questionnaire [61]. A person is classified as non-depressed 

if their score falls between 1 and 55%, which encompasses normal, mild, and borderline depression. 

A depressed state is indicated by a score more than 55%. 

Table 2: text-based approach for depression detection algorithms. 

No  Method Study identifiers 

1 Scikit-Learn Toolkit machine classification 10 

2 Classifiers 11, 14, 19, 23 

3 Support Vector Machine 13, 14, 15, 22 

4 Random Forest 14,15 

5 Probabilistic classifier 14, 15, 22, 24 

6 Clustering Approach 15, 24 

7 Association rule mining 19 
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8 Logistic 22 

9 Gaussian Process 22 

10 Term Frequency – Inverse Document Frequency 25 

11 BiLSTM + Attention 26 

 

The given Table 2 is indicating the most effective text-based approach for early depression detection. 

Table 3: multilingual language models 

Paper Language Accuracy Precision Recall Model 

[62] Bengali 0.86 0.85 0.86 BiGRU 

[63] Bengali 0.757 - - GRU 

[64] Bengali 90.3 0.694 0.547 BiGRU 

[65] Gujarati   0.84 Linear SVC 

[66] Hindi   0.78 Linear SVC 

[66] Hindi 0.8321 0.8323 0.8321 CNN-BiLSTM 

[67] Hindi 0.7143   BERT 

[68] Malayalam 0.7633 0.7607 0.7633 GRU 

[69] Tamil  0.744 0.645 BERT 

[70] Malayalam  0.647 0.69 BERT 

[70] Malayalam 0.8428 0.6303 0.6304 LSTM 

[70] Tamil 0.5293 0.4232 0.5272 LSTM 

[70] Kannada 0.5745 0.5062 0.5455 LSTM 

 

The table 3 describe multilingual language, this study uses precision, recall, accuracy, and F1 score to 

assess sentiment analysis models across Indian languages. Performance was improved by using a 

translation-based dataset building strategy; languages such as Hindi, Gujarati, and Kannada achieved 

F1 scores above 0.90. The model successfully analyzed sentiment in a variety of languages, 

demonstrating a high degree of linguistic sensitivity. Reliance on data quality and linguistic variances 

in the translation methodology are among the drawbacks, which could affect generalizability. 

Furthermore, the LSTM and GRU components of the ensemble model impart certain constraints. In 

spite of this, the findings show that multilingual sentiment analysis has advanced significantly. 

Table 4: Accessible datasets for different Language of Mental Health 

Year Dataset Psychological Outcome Paper 

2015 CLPsych [71] Suicide Risk [71–74, 75, 76, 76, 77] 

2017 MDDL [39] Depression [78–80, 81] 

2017 RSDD [84] Depression [82, 81, 83, 84] 
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2018 SMHD [85] Mental Health [85.86] 

2018 eRISK[88] Stress [87, 80, 88] 

2018 Pirina [90] Depression [89, 90] 

2018 Ji [91] Suicidal id. [92, 52] 

2019 Sina Weibo [95] Suicide Risk [94, 95] 

2019 Dreaddit [96] Stress [97, 98] 

2019 SRAR [99] Suicide Risk [99] 

2019 Aladaug [100] Suicidal Id. [92, 100] 

2020 UMD-RD [101] Suicide Risk [101, 102, 99] 

2020 GoEmotion [112] Emotion [97, 104] 

2021 SDCNL [105] Suicide/Depression [105] 

2022 CAMS [106] Mental Health [106, 107] 

2022 RHMD [108] Mental Health [108] 

2022 Kayalvizhi [111] Depression [109, 110] 

 

The scientific community has previously seen the use of publicly accessible datasets like the Language 

of Mental Health [113], Reddit Self-reported Depression Diagnosis [84], CLPsych shared task [71], 

and early risk prediction on the Internet (eRISK) from CLEF Forum [88]. As was previously 

mentioned, very few datasets are in the public domain, while many are replicable or accessible upon 

request. We encounter around a dozen datasets each year that use social media data to predict mental 

health. Due to their limited availability, we have chosen to use either the most widely used and 

replicable dataset or those that can be obtained upon request or through a signed contract. Table 4 

contains a list of replicable datasets. These are the different dataset used for detecting mental health 

depression, suicidal risk and stress of a person. 

 

Figure 7: Comparative analysis of different ML model accuracies. 

The accuracy comparison of the several techniques used to train the dataset is shown in Figure 7, 

SVM,RF,Naïve bayes, BiLSTM +, Bernoulli Naive Bayes, Logistic Regression, RoBERTa, 

DeBERTa, SquuezeBERT, NAÏVE BAYES, GPT-3.5 Turbo 1106, LLaMA2-7B, Multinomial Naive 
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Bayes, Decision Tree, K-Nearest Neighbours,  Long Short-Term Memory, Universal Sentence 

Encoder, Sequential Model these are the different algorithm is used in the different papers. Comparing 

to all model these three model RoBERTa, DeBERTa, Universal Sentence Encoder attains the highest 

accuracy among them. Bernoulli Naive Bayes, SquuezeBERT, GPT-3.5 Turbo 1106 perform 

competitively as well, coming very close to RoBERTa. The accuracy of the remaining three 

algorithms, however, is noticeably lower. 

The evaluation methodology used accuracy, to compare three NLP models: RoBERTa, DistilBERT, 

and Electra. With the best recall (0.93) and F1-score (0.91), RoBERTa showed excellent true positive 

detection and struck a compromise between recall and precision. With an accuracy and F1-score of 

0.86, DistilBERT had strong overall performance; however, its precision was lower at 0.77. There is 

a trade-off between detecting real positives and preventing false positives, as evidenced by Electra's 

somewhat worse precision and recall despite its F1-score of 0.84. The comparison shows each model's 

advantages and disadvantages in terms of textual depression detection. 

Using Deep Learning models like the Universal Sentence Encoder, LSTM, and Sequential Model in 

conjunction with Machine Learning models like Multinomial Naive Bayes, Decision Tree, K-Nearest 

Neighbor, and SVM, RoBERTa, DeBERTa, SquuezeBERT, BiLSTM +, Bernoulli Naive Bayes, 

Logistic Regression, RF, this study investigates text classification for depression diagnosis. Future 

research will concentrate on implementing cutting-edge techniques to improve robustness and 

reliability, given the rising popularity of sophisticated models like Transformers. Only two datasets 

were used for training because there were not many labeled datasets available [115]. In order to 

enhance model performance and evaluation, future initiatives will give priority to obtaining larger 

datasets. 

5. Conclusion 

The systematic literature review examined the recent advancements in the application of machine 

learning and deep learning models for the early identification of depressive symptoms using social 

media data. The review highlighted both the advantages, and the challenges associated with these 

innovative approaches, providing valuable insights for researchers and healthcare professionals 

interested in leveraging these technologies to enhance the early detection and management of 

depression. 

The scarcity of easily accessible web resources makes gathering a different language dataset extremely 

difficult. In order to solve this, the dataset size was constrained by manually selecting data from social 

media with a focus on two particular domains. The model's performance is impacted by this constraint. 

The different language also has special difficulties, like frequent spelling mistakes, where even small 

vowel changes can completely affect the meaning. Accurate interpretation is made more difficult when 

English or other language words are written in script. In order to increase accuracy and prediction 

performance, future developments will try to address these issues. 
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