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ABSTRACT 

Among the natural disasters, floods are considered as one of the most devastating since they can damage 

infrastructures, force people leave their homes, and negatively impact the public health. The training of the 

model seems to be computationally intensive and could prove an interruption where computational resources 

are a limited commodity. In this paper, we present the Greylag goose driven redefined Long Short-Term 

Memory (GG-RLSTM) model to be implemented by public health systems in effective flood forecasting. 

Thus, adapting behavioural patterns in Greylag geese, GG-RLSTM enhances the theoretical structure of 

LSTM and increases its capability to capture complex relations in the flood processes. From the Kaggle 

dataset, we gathered meteorological evidence, and geographical features. The results from the experiments 

indicate that effectiveness of the proposed GG-RLSTM model is higher than the other conventional methods 

in terms of accuracy (89%), precision (88%), recall (87%), and f1-score (90%). Due to the effectiveness of 

the model and its applicability in various situations, public health systems can likely adopt it and commence 

preventive flood measures. 

 

1. Introduction 

Minimizing the risks as well as increasing the preparedness for natural disasters are two concepts that 

make flood forecasting important for the protective health of the public health systems [3]. With the 

situation in the field of public health described in detail, floods present significant threats to populous 

regions since they are normally unpredictable and disastrous [1]. Hurricanes can be very destructive 

and can affect the facility through flooding in several direct ways, and also by interrupting fundamental 

services and posing severe threats to the health of the community. One of the immediate concerns is 

that the movement of populations, which can lead to crowded confinement and increased spread of 

communicable diseases, is another one [2]. These are the same as above only with the perspective of 

injury and death due to drowning or physical harm. In flood-affected areas, drinking water sources also 

get contaminated and this consequence in diseases such as cholera and typhoid fever [15]. To minimize 

such health concerns, preventive measures must be taken and this must therefore be preceded by timely 

and accurate flood predictions [4]. Because of the increase in the methods of predicting floods, experts 

can do it better using hydrological models, flood occurrences, and meteorological factors [12]. The 

authorities of public health systems can stock sufficient quantities of medical supplies, mobilize rescue 

groups, and evacuate the susceptible population when the intensity and severity of floods can be 

predicted [5]. Therefore, in this paper, we introduce the Greylag goose driven redefined LSTM model 

or the GG-RLSTM to be adopted by the public health systems when carrying out effective flood 

forecasting [6]. The related works are described in the second part. The approach is shown in the third 

part. The outcome is shown in Part four and the fifth part presents the conclusion. 

 

Related works 

In an attempt to overcome these problems, Anbarasan et al. [13] proposed the use of Big Data (BD), 

Convolutional Deep Neural Networks (CDNN) and Internet of Things (IoT) for the identification of 

flood catastrophes. Many opportunities have been provided by the recent advancements in IoT and BD 

devices for disaster management platforms and disaster-related authority emergency participants, 

public health, police, and firefighters to obtain outstanding support and enhanced perception for prompt 

and dependable decisions [9]. To develop a food forecasting approach, they employed the multilayer 

perceptron of Dtissibe et al. [7] in the investigation with discharged as the input-output parameter. The 
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efficacy of the concept with a strong forecasting power was demonstrated by the outcomes of extensive 

experiments conducted on the constructed model. Kan et al. [8] proposed a unique hybrid machine 

learning (HML) hydrological system for flood forecasting purposes in the investigation by combining 

the Artificial Neural Network (ANN) with the K-nearest neighbor approach. The HML hydrological 

algorithm's practical applications demonstrated its good performance and consistent stability, opening 

up the possibility of additional uses in flood forecasting issues. Xu et al. [14] presented a prediction 

model that mimics the hourly rainfall runoff association using the architecture of a temporal 

convolutional network (TCN). It was demonstrated that the TCN was a useful technique for 

hydrological forecasting and had a quicker rate of convergence. The LSTM method, Bayesian 

optimizing, and transfer learning technique were all integrated in the investigation of Zhou et al. [10] 

Deep learning technology-based data-driven flood forecasting strategy. The outcomes unequivocally 

demonstrated that the model could, given a variety of hyetograph inputs, reliably construct time series 

flood maps as well as maximum water depths at substantially lower computing costs [16]. 

Data gathering 

Kaggle dataset https://www.kaggle.com/datasets/rajanand/rainfall-in-india has been acquired. The dataset 

includes monthly rainfall information for 36 Indian meteorological subdivisions. 

Greylag goose driven redefined LSTM (GG-RLSTM) 

Greylag Goose Optimization (GGO)  

The GGO technique initially creates a set of randomly initialized people, each of whom stands for a possible fix 

for the current issue. The population is referred to as 𝑊𝑗(𝑗 = 1,2, … , 𝑚) in the GGO structure, where 𝑚 is the 

size of a 'gaggle'. To assess these people's quality, an impartial function 𝐸𝑚, is determined for every 𝑊𝑗. The 

value 𝑂 stands for the best possible solution. The GGO algorithm splits people into two groups: exploiting agents 

𝑚2 and exploring  𝑚1 using a dynamic grouping technique. The efficiency of the current finest solution is used 

to iteratively change the distribution of solutions among these categories and the procedures for overseeing these 

groups responsible for exploring and exploiting. In the beginning, GGO splits people equally between exploring 

and exploitation. The exploiting category 𝑚2 grows larger and the exploring category 𝑚1 gets smaller as the 

iterations go on. But if the impartial parameter value of the optimum solution stays constant for three sequential 

iterations, the algorithm expands the composition of the exploring category  𝑚1 to avoid becoming trapped in 

local optima. 

Exploring 

Exploring intriguing areas in the search space (SS) and directing the technique away from less-than-ideal 

solutions and finally toward the globally optimal solution are two important tasks that the exploring phase 

performs. Individual geese scout the area around their present location in quest of better spots during the 

exploring period. Throughout this procedure, possible local solutions are evaluated iteratively to determine 

which one produces the highest fitness value. This is achieved via the GGO method using the following 

equations, which are given as: 

 𝑊(𝑠 + 1) = 𝑊∗(𝑠) − 𝐵. |𝐷. 𝑊∗(𝑠) − 𝑊(𝑠)|         (1) 

The search agent's (SAs) current location is represented by 𝑊(𝑠) in this case. 𝑊∗(𝑠)  represents the 

prey's position, while 𝑊(𝑠 + 1) represents the SAs next updated location. Vectors 𝐵 and 𝐷 are provided 

as: 

 𝐵 = 2 ∝ 𝑞1 − 𝑏           (2) 

 𝐷 = 2𝑞2            (3) 

In this case, matrices 𝐵 and 𝐷 contain random values within the interval [0, 1], and parameter 𝑏 drops linearly 

from 2 to 0 throughout iterations. Three randomly chosen SAs additionally traverse the SS known 

as 𝑊𝑜1   𝑊𝑜2   𝑊𝑜3, enhancing the algorithm's exploring capability and ensuring that it is not solely dependent 

on leader location. Next, any SAs position update for 𝐵 > 1 is provided as: 

 𝑊(𝑠 + 1) = 𝜔1 ∗ 𝑊𝑂1 + 𝑦 ∗ 𝜔2 ∗ (𝑊𝑂2 − 𝑊𝑂3) + (1 − 𝑦) ∗ 𝜔3 ∗ (𝑊 − 𝑊𝑂1)     (4) 

𝜔1,𝜔 2 and 𝜔3 are located between [0-2]. The exponential decline in 𝑦 is given as: 

https://www.kaggle.com/datasets/rajanand/rainfall-in-india
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 𝑦 = 1 − (
𝑠

𝑆
)

2
              (5) 

The location update equation is provided as follows for the variable 𝐵 < 1  and the declining value of 𝑏: 

 𝑊(𝑠 + 1) = 𝜔4 ∗ |𝑊∗(𝑠) − 𝑊(𝑠). 𝑒𝑏𝑙.cos(2𝜋𝑘) + [2𝜔1(𝑞4 + 𝑞5)] ∗ 𝑊∗(𝑠)     (6) 

In this case, the parameters 𝑎 are all constants, 𝜔4 ranges within [0, 2], while   𝑞4 𝑎𝑛𝑑  𝑞5 both fall 

between [0, 1]. The random parameter 𝑘 has values in [-1, 1]. 

Exploiting 

The GGO algorithm recognizes the individual with the optimum fitness after each phase as the executive. To 

direct its exploiting activities, the GGO uses two unique methodologies, which are explained below. Moving 

regarding the optimum solution: To find the optimal solution, apply the preceding equation. The three optimal 

SAs 𝑊𝑡1 𝑊𝑡2 𝑎𝑛𝑑   𝑊𝑡3, direct additional random SAs 𝑊 to modify their locations approaching the optimal 

location of prey. In mathematics, it is defined as: 

 𝑊1 = 𝑊𝑡1 − 𝐵1. |𝐷1. 𝑊𝑡1 − 𝑊|          (7) 

 𝑊2 = 𝑊𝑡2 − 𝐵2. |𝐷1. 𝑊𝑡2 − 𝑊|         (8) 

 𝑊3 = 𝑊𝑡3 − 𝐵3. |𝐷1. 𝑊𝑡3 − 𝑊|          (9) 

The population's revised location is provided as 

 𝑊(𝑠 + 1) =
𝑊1+𝑊2+𝑊3

3
            (10) 

𝐵 and 𝐷 are calculated using Equations 2 and 3.  

Exploiting the division around the optimal response:  

The algorithm prioritizes identifying solutions located near the current optimum solution. This is based on the 

assumption that further improvements may be found in this area. A subset of individuals, designated as 𝑊𝑒, 

focuses on this localized search. The GGO accomplishes this process utilizing the following equation. 

   𝑊(𝑠 + 1) = 𝑊(𝑠) + 𝐶(1 − 𝑦) ∗ 𝜔 ∗ (𝑊 − 𝑊𝑒)        (11) 

RLSTM 

Although LSTM performs well when processing data patterns with evenly dispersed information, it fails to 

function effectively when dealing with sequences having unequal information transfer among phases. It 

improves the LSTM input gate, adds an Exponential Linear Unit (ELU) activation section, eliminates elements, 

and streamlines operation. The control signal determines what data from the current stage can be transferred, 

and the output gates (OGs) finish the next hidden step. The model can arbitrarily forget gates (FGs) or learn new 

data by adjusting FGs and OGs. By purposefully erasing data, the FG effectively reduces overfitting. 

 𝑒𝑠 = 𝜎(𝑋𝑒 . [𝑔𝑠−1, 𝑤𝑠] + 𝑎𝑒)           (12) 

 𝐷𝑠 = 𝑒𝑠 ∗ 𝐷𝑠−1 + tanh(𝑋𝐷 . [𝑔𝑠−1, 𝑤𝑠] + 𝑎𝐷)         (13) 

 𝑝𝑠 = 𝑒𝑙𝑢(𝑋𝑝. [𝑔𝑠−1, 𝑤𝑠] + 𝑎𝑝)           (14) 

 𝑔𝑠 = 𝑝𝑠 ∗ tanh(𝐷𝑠)           (15) 

The RLSTM approach loads and transmits data based on variations in moment steps, selecting and discarding 

fresh or prior cell status data. It is possible to effectively eliminate the issue of data dispersion generated by 

too long a duration by transferring the output data to the storage unit at a specific point in duration and by 

utilizing lengthier setting parameters. 

GG-RLSTM 

Public health management during flood disasters is made feasible via the flexibility of GG-RLSTM, which 

issues forecast results in a timely and accurate manner. They contain equally valuable real-time adaptation to 

the dynamic environmental status. GG-RLSTM reinterprets LSTM, which provides a new way of handling the 

complexity that flood prediction involves in the contexts of public health systems by utilizing avian behavior. 

Due to the inclusion of biological adaptability and computer modeling, GG-RLSTM serves as a way to progress 

early warning systems, facilitate more proactive catastrophe prevention, and reduce the health hazards linked 
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with flooding. 

2. Results and discussion 

The system features an Intel i5 13th Gen and runs on Windows 10 with 16 GB RAM. Python 3.11 was 

used to execute the GG-RLSTM strategy and evaluate the method's efficiency. Our proposed GG-

RLSTM strategy is evaluated with the existing methods such as Decision Tree Classifier (DTC), K-

Nearest Neighbours (KNN), and Support Vector Classifier (SVC) [11]. Accuracy measures evaluate 

how well flood events are predicted, which is important for organizing public health responses and 

preparations. A comparison of accuracy is presented in Figure 1. Our suggested GG-RLSTM approach 

performed (89%), in contrast to (84%), (84%), and (79%) of the current techniques such as SVC, KNN, 

and DTC. The outcomes demonstrate that the suggested strategy outperforms existing methods. 

 
Figure. 1 Result of accuracy 

Precision guarantees effective early warnings, which are essential for prompt public health actions and 

the distribution of resources in the case of flooding. A comparison of precision is presented in Figure 

2. Our suggested GG-RLSTM approach performed (88%), in contrast to (83%), (83%), and (80%) of 

the current techniques such as SVC, KNN, and DTC. The outcomes demonstrate that the suggested 

strategy outperforms existing methods. 

 
  

Figure 2 Result of precision 

Recall assesses the model's capacity to include all pertinent flood cases, which is important for 

prompting public health initiatives and mitigation plans. A comparison of recall is presented in Figure 

3. Our suggested GG-RLSTM approach performed (87%), in contrast to (84%), (84%), and (79%) of 

the current techniques such as SVC, KNN, and DTC. The outcomes demonstrate that the suggested 

strategy outperforms existing methods. 
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Figure 3. Result of recall 

F1-score shows how accurately forecasts match actual flood events, which is important for allocating 

resources during emergencies and for prompt public health interventions. A comparison of the f1-score 

is presented in Figure 4. Our suggested GG-RLSTM approach performed (90%), in contrast to (82%), 

(82%), and (79%) of the current techniques such as SVM, KNN, and RF. The outcomes demonstrate 

that the suggested strategy outperforms existing methods. 

 
Figure 4. Result of f1-score 

3. Conclusion and future scope 

This research proves that the GG-RLSTM model is a useful tool for enhancing the ability of public 

health organizations to offer accurate flood predictions by using data of meteorological conditions, and 

geography obtained from Kaggle source, based on our evaluation, GG-RLSTM exhibits higher 

accuracy (89%), precision (88%), recall (87%), and f1-score (90%) than the conventional approaches. 

The results of this study support the proposed model and posit that public health systems might apply 

those methods to prevent floods. This would mark a significant enhancement of disaster preparedness 

and response undertakings. Some of the implementation challenges might also include dependability 

in different situations concerning floods and expansibility to other areas. Moreover, the extension of 

the applicability of these tools in other public health systems around the world as well as the 

development of superior scalability and interpretability might enhance early warning systems and 

evacuation strategies. 
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