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ABSTRACT 

Health care is being revolutionized by Artificial Intelligence (AI) technologies that provide 

more precise diagnosis, customized therapies, streamlined administrative procedures and 

better patient care. A health detection mechanism assesses electrocardiogram (ECG) data 

to detect cardiac anomalies, offering precise and immediate atrial fibrillation diagnosis. We 

propose artificial intelligence (AI) assisted public health monitoring using ECG data. This 

study introduces the dynamic Ant Colony Optimized Intelligent Gaussian Naïve Bayes 

(DACO-IGNB) method to identify the atrial fibrillation detection mechanism. The Atrial 

Fibrillation (AF) ECG data were collected and Baseline Wander was to facilitate pre-

processing. The Principal Component Analysis (PCA) method was used to extract the 

feature. Compared to other traditional methods, it demonstrated superior performance 

across accuracy (90.9%), F1-Score (0.87), recall (0.89) and precision (0.88) metrics. These 

findings underscore its efficiency in DACO-IGNB assisting health detection and 

diagnostics, significantly improving the accuracy and reliability of public health monitoring 

systems. 

 

 

1. Introduction 

Public health is focused on promoting and safeguarding population health, coordinated action is 

frequently necessary [1]. Automated detection and enhanced access for patients, physicians, and rural 

areas are two ways that digital technologies in conjunction with cloud products are revolutionizing 

healthcare [4]. Patient care and health tracking are improved with EGC devices with internet access 

and smart beds [2]. It can diagnose patients with the help of vital sign data transmitted via remote 

monitoring equipment. Patients with chronic illnesses, such as those with diabetes (sugar levels) or 

heart issues (EGC) are routinely observed. Significant mortality is caused by chronic diseases; 48% of 

deaths are related to cancer and heart disease [3]. Heart conditions such as myocardial infarction and 

arrhythmia are frequently diagnosed using ECG data. These signals are analyzed by computer-assisted 

medical diagnosis systems, which then use the patterns found in the ECG signals to make expert direct 

diagnoses [14]. When atrial fibrillation is diagnosed, the ECG usually displays an erratic rhythm 

without any discernible P waves and the QRS complexes are frequently spaced unevenly. This is 

indicative of both the quick and irregular ventricular response and the chaotic electrical activity in the 

atrial [13]. To effectively use AI-assisted health detection, it must be possible to manage computational 

complexity, ensure model interpretability, integrate with current systems, navigate ethical and legal 

issues and maintain generality and durability [5]. To develop early disease recognition, public health 

is monitored by creating and validating a DACO-IGNB-assisted public health finding method utilizing 

ECG data. 
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2. Related works 

A multiclass advance for ECG study was accessible in the research. ECGs were segmented utilizing 

Convolutional Bidirectional Long Short Term Memory of Haleem et.al [6] algorithms as a central tool. 

On ECG rates, to predict heart failure, arrhythmia, and unexpected cardiac death from ECG rates, there 

was a contribution to public health [10]. To utilize the virtual healthcare (VH) doctor tool, 

Venkataramanaiah and Kamala [15] provided accessible healthcare to remote communities [7]. It 

outperformed existing machine learning (ML) algorithms with 99% accuracy by processing ECG 

signals, extracting features, and working a K-Nearest Neighbour (KNN) classifier, thereby enhancing 

public health through online remedial consultations. Atrial fibrillation (AF), a wide spread cardiac 

arrhythmia concurrent to a five-fold supplement in the risk of caress and humanity, was intentionally 

using the hierarchical attention network (HAN) ECG model Mousavi et al. [8]. The method analysed 

multi-resolution ECG patterns and found clinically important waves and heartbeats with the use of 

three attention mechanism levels. The conventional neural network (CNN) model of Panganiban et al. 

[9] was used to eliminate noise from ECG data that has been transformed into 2D images to extract 

distinctive maps through pooling and convolution. Aziz et al. [16] developed a diagnostic support 

system for gathering, analyzing, and evaluating medical records to diagnose heart disease in 

underprivileged areas, aiming to improve public health by retraining Google's Inception V3 model 

[12]. Beyond state-of-the-art procedures, a novel approach that located ECG peak sites used two-event-

related moving-average (TERMA). Whereas TERMA was used to identify regions of interest and 

signals were spun in the time-frequency plane. Rashed et al. [11] proposed a ML technique for 

autonomous heart disease categorization, which was trained using ECG peaks, intervals, and 

characteristics. With time-frequency encoding of ECG values, they proposed a unique ECG beat 

classifier that used a modified VGG16-based CNN to find interpretable frequency contributions. This 

approach was used by clinicians intended for clinicians to improve the automation of cardiovascular 

diagnosis, contributing to public health. 

3. Methodology  

The ECG rhythm data were collected from kaggle, the data is pre-processed to reduce noise through 

baseline wander method. After noise was removed, ECG signals were segmented into smaller pieces 

and features were extracted using PCA. Subsequently, the signals were classified with probability class 

using GNB and the high probability classes were further searched with ACO, high probability class’s 

debits the health detection mechanism based on ECG rhythm data. The proposed flow for this method 

is given in Figure 1. 

 

Figure 1. Proposed flow 

Data collection 

The data were collected from Kaggle dataset https://www.kaggle.com/datasets/arjunascagnetto/ptbxl-

atrial-fibrillation-detection, which is an open-labelled dataset of 5000 ECG heart rhythm signal data 

supplied by PTB-XL, to assess the efficacy of the proposed method. The data, which had a short 

waveform of 10 s, was captured. 3268 ECG recordings make up the dataset. The dataset includes three 

distinct classes: sinus rhythm (SR), atrial fibrillation (AF) and another type of arrhythmias. The record's 

500 Hz sampling frequency. 

 

https://www.kaggle.com/datasets/arjunascagnetto/ptbxl-atrial-fibrillation-detection,
https://www.kaggle.com/datasets/arjunascagnetto/ptbxl-atrial-fibrillation-detection,
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Data preprocessing 

Pre-processing the ECG heart rhythm signal helps to reduce noise and ensure that the results were 

consistent for all training cases. Baseline Wander: Breathing or electrode movement can produce low 

5Hz frequency disturbances in ECG readings that skew data before processing. Numerous methods are 

intended to alleviate this problem. We used a wavelet-based technique by efficiently splitting the data 

into 0.5 to 50 Hz frequencies using Daubechies wavelets. Figure 2a depicts the normal ECG signal 

data and 2b shows the baseline wander removal. 

 

Figure 2. a) AF ECG signal data, b) baseline wander removal ECG data 

Principal Component Analysis (PCA) is used for feature extraction. 

After pre-processing utilized PCA to extract features for exploratory and predictive modeling, big ECG 

rhythm signal datasets can be divided into smaller, simpler ones to analyze using Principal Component 

Analysis (PCA), an unsupervised linear technique. Finding the points of maximum variance and 

cantering the signal data are how PCA functions. The covariance matrix is computed using either 

singular value decomposition or Eigenvalue decomposition to do this. In doing so, PCA efficiently 

eliminates noise from the ECG rhythm data and makes it easier to see underlying patterns and 

structures, a critical step in the accurate detection and monitoring of public health. 

Take into consideration n-samples using 𝑙-variables to symbolize the ECG signal data in Equation 1. 

𝑍 = [

𝑍11𝑍12     ⋯    𝑍13

𝑍21𝑍22     ⋯    𝑍2𝑙

⋮      ⋮       ⋱      ⋮
𝑍𝑚1𝑍𝑚2     ⋯    𝑍𝑚3

] = [𝑍1, 𝑍2, … , 𝑍𝑙]                                                                                       (1) 

The ECG rhythm data standardization is accomplished using Equations 2 and 3. 

𝑍𝑗𝑖
′ =

𝑧𝑗𝑖−𝑧̅𝑖

√
1

𝑚−1
∑ (𝑧𝑗𝑖−𝑧̅𝑖)

2𝑚
𝑗=1

                                                                                                                         (2) 

𝑧𝑖̅ =
1

𝑚
∑ 𝑧𝑗𝑖

𝑚
𝑗=1                                                                                                                                       (3) 

Creating the correlation matrix as provided by, Equation 4, and the associated eigenvalue 𝜆𝑖is 

determined by using Equation 5. 

𝐷 = (𝑑𝑗𝑖)
𝑙×𝑙

                                                                                                                                          (4) 

|𝜆𝐹 − 𝐷| = 0                                                                                                                                       (5) 

PCA improves computing efficiency, model performance, and visualization by reducing 

dimensionality and noise in ECG rhythm signal data. It also prevents overfitting, which leads to more 

accurate and dependable public health identification. 

Access health detection mechanism using Dynamic Ant colony optimized intelligent Gaussian 

Naive Bayes (DACO-IGNB) 

To properly classify noise removed ECG signal data, ASO-GNB combines Gaussian Naive Bayes 
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(GNB) with Ant Colony Optimization (ACO) for improved feature selection. It is essential for 

developing AI-assisted public health detection and diagnostics since this synergy improves detection 

accuracy by dynamically adjusting feature relevance. 

Intelligent Gaussian naïve bayes (IGNB) 

Within the group of supervised learning methods, GNB operates based on the Naïve variation of Bayes' 

theorem, which postulates that each set of attributes is detached from one another, given the actual 

value of the ECG signal data. 

A Gaussian naïve Bayes classifier makes predictions about the conditional probability spectrum of 𝑊 

provided log𝑊 for each factor 𝑊 selected from the ECG signals and the dependent variable 𝐽 is 

categorical. This is done by applying Bayes' rule: 

𝑂𝑞(𝐽| log 𝑊) =
𝑂𝑞(log 𝑊|𝐽)𝑂𝑞(𝐽)

𝑂𝑞(log 𝑊)
                                                                                                           (6)  

Using Bayes' rule, the conditional chance of seeing log W upon highest posterior class predicting the 

ECG data for public health diagnosis class I is represented by 𝑂𝑞 (log W) and the priori chances 

for 𝐽 with log W, accordingly, are 𝑂𝑞 (𝑗) and 𝑂𝑞 (log W). Based on this specific scenario, the following 

is the probability that factor 𝑊 will acquire the value log 𝑤𝑗and have activity class 𝑙: 

𝑂𝑞(𝑗 = 𝑙| log 𝑊 = log 𝑤𝑗) =
𝑂𝑞(log 𝑊=log 𝑤𝑗|𝐽=𝑙)𝑂𝑞(𝐽=𝑙)

∑ (log 𝑊=log 𝑤𝑗𝑖 |𝐽=𝑖)𝑂𝑞(𝐽=𝑖)
                                                                    (7) 

We empirically estimated each ECG signal parameter using maximum likelihood. By using data 

analysis, it was possible to determine the distribution of frequencies of the classes found in the data set 

or 𝑂𝑞(𝐽 = 𝑙).  𝑀𝑡𝑜𝑡 stands for the total amount of data, whereas 𝑀𝑙 indicates the amount of values in 

class 𝐽.  

𝑂𝑞(𝐽 = 𝑙) =
𝑀𝑙

𝑀𝑡𝑜𝑡
                                                                                                                                   (8) 

We calculated the conditional chance 𝑂𝑞 (
log W

𝐽⁄ ) for every sensitivity class k in the set of ECG signal 

data using the pre-estimated distribution of normality with a mean value of 𝜇𝑙
∗ and an average standard 

deviation of 𝜎𝐷𝑇𝐶
2 . 

𝑂𝑞(log 𝑊 = log 𝑤𝑗|𝐽 = 𝑙) =
1

√2𝜋𝜎𝐷𝑇𝐶
2

𝑓

−
(log 𝑤𝑗−𝜇𝑙

∗)2

2𝜎𝐷𝑇𝐶
2

                                                                               (9) 

The continuous conditional distribution of chances is computed for every input ECG signal quantity 

overall amplitude class by fitting the probabilities over the whole ECG rhythm dataset using GNB. 

Focusing on the collection with the highest posterior class associated probability value allowed us to 

calculate the best estimation of 𝐽.Gaussian Naive Bayes is an excellent method for precise, scalable 

public health diagnostics since it is resistant against extraneous features and has high interpretability 

and efficiency when used with ECG data for public health diagnosis. 

DynamicAnt colony optimization (DACO) 

When looking for a public health diagnosis, it searches the high probability class in the ECG rhythm 

signal data was improved by the use of DACO. To address optimization issues, the DACO algorithm 

mimicked the feeding habits of ant colonies. In this case, 𝑀 represents the number of nodes and D is 

a 𝑀 × 𝑀 matrix that represents the path distance matrix, withstanding for the distance between 𝑗 to 𝑖. 
The pheromone matrix amounts on paths 𝜏𝑗𝑖

𝛼 accumulate over time, forming the 𝑀 × 𝑀 pheromone 

matrix. Each ant, starting from a node, used heuristic factions 𝜂𝑗𝑖  in path selection (Equation 9), 

𝜂𝑗𝑖 =
1

𝑐𝑗𝑖
                                                                                                                                  (10) 
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At time 𝑠, the next city was selected using the probability Equation 10, 

𝑜𝑗𝑖
𝑙 (𝑠) =

𝜏𝑗𝑖
𝛼 (𝑠)𝜂𝑗𝑖

𝛽

∑ 𝜏𝑗𝑖
𝛼

𝑖𝑀𝑗
𝑙 (𝑠)𝜂

𝑗𝑖
𝛽 𝑖𝑓𝑖 ∈ 𝑀𝑗

𝑙                                                                                               (11) 

Guided by 𝛼 and 𝛽 parameters influencing pheromone and heuristic information. After completing a 

cycle, path pheromones are updated using Equation 11. 

𝜏𝑗𝑖(𝑠 + 1) = 𝜌𝜏𝑗𝑖(𝑠) + ∑ ∆𝜏𝑗𝑖
𝑙𝑛

𝑙=1                                                                                                        (12) 

Based on 𝜌 and the pheromone increment, it shows in Equation 12, where 𝑅 is the pheromone constant 

and 𝑆𝑙 is the path distance. Ant groups iterate until termination conditions yield near-optimal solutions. 

∆𝜏𝑗𝑖
𝑙 = {

𝑅

𝑆𝑙 , 𝑖𝑓 𝑎𝑛𝑡 𝑙 𝑚𝑜𝑣𝑒𝑠 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑡ℎ𝑒 𝑝𝑎𝑡ℎ (𝑗, 𝑖)

0, 𝑜𝑡ℎ𝑒𝑟 𝑠𝑖𝑡𝑢𝑎𝑡𝑖𝑜𝑛𝑠
                                                                        (13) 

The public health detection systems' accuracy and reliability are increased by the combined action of 

IGNB and DACO, which optimize feature selection and effectively classify ECG rhythm signal data. 

4. Results and discussion 

The study evaluates classifiers for ECG-based public health detection. DACO-IGNB outperforms 

signal quality index- densely connected convolutional neural networks SQI-DCNN [13], Ensembling 

Convolutional and Long Short-Term Memory EDLM [13] and long short term memory-convolutional 

neural network (LSM-CNN) [13] are compared with the proposed method in terms of accuracy, 

precision, recall and F1-score metrics. It significantly enhances public health identification, 

emphasizing its effectiveness in AI-assisted diagnostic systems. Table 1 depicts the outcomes of the 

research. 

Table 1. Outcomes of proposed and existing methods 

Methods Accuracy Recall Precision F1-Score 

SQI-DCNN [13] 77.16 0.76 0.77 0.76 

EDLM [13] 80 0.79 0.80 0.80 

LSM-CNN[13] 86.5 0.85 0.86 0.86 

DACO-IGNB 

[Proposed] 

90.9 0.89 0.88 0.87 

Accuracy: Accuracy is the percentage of all the model's accurate forecasts. The accuracy results for 

both the suggested and current approaches are shown in Figure 3. In comparison to the SQI-DCNN 

(77.16%), EDLM (80%), and LSM-CNN (86.5%) approaches, the recommended DACO-IGNB 

method yielded a higher accuracy of 90.9%. 

Precision: Precision can be defined as the relationship between all of the algorithm's projected positive 

situations and accurately predicted optimistic events. Figure 3 shows the results of comparative 

precision. The suggested DACO-IGNB approach produced a higher number of 0.88, while the SQI-

DCNN achieved 0.77, the EDLM achieved 0.80, and the LSM-CNN displayed 0.86 precision. 

 

Figure 3. Outcomes of Accuracy and Precision 

Recall: Recall is the system's ability to accurately identify relevant examples of the practices from 

among all available real instances. The recommended DACO-IGNB technique outperformed the SQI-
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DCNN (0.76), EDLM (0.79), and LSM-CNN (0.85) methods with an advanced recall of 0.89. 

F1-Score: An indicator that is commonly employed to assess test performance in binary identification 

is the F1 Score. Precision and recall are computed using harmonic means. Figure 4 presents the F1 

Score and Recall values of the proposed and current methods. The DACO-IGNBapproach, which was 

proposed, performed better than other methods that were in use, such as SQI-DCNN (0.76), EDLM 

(0.80), and LSM-CNN (0.86), with an F1 Score of 0.87. 

 

Figure 4. Evaluations of Recall and F1-Score 

5. Conclusion  

The study successfully identifies atrial fibrillation by applying the novel techniques of DACO-IGNB 

for classification and PCA for feature extraction. We used a wavelet-based pre-processing method to 

improve feature clarity and noise reduction in ECG data. Although DACO-IGNB enhanced feature 

selection and classification, PCA was used to minimize dimensionality and noise. As a result, DACO-

IGNB was found to be more effective in AI-assisted public health detection and diagnostics than 

previous techniques SQI-DCNN [13], EDLM [13] and LSM-CNN [13] regarding F1-score (0.87), 

recall (0.89), accuracy (90.9%) and precision (0.88). Systems for detecting public health issues become 

much more accurate and reliable with this method. Future developments involve improving the device's 

ability to recognize a variety of heart problems as well as real-time deployment and interaction with 

wearable technology for continuous monitoring. 
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