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ABSTRACT:  

Cardiovascular Diseases (CVDs), is one of the leading causes of death worldwide,highlighting the 
importance of early identification for timely treatment. This studymarks a comparative analysis based 
on the Machine Learning (ML) approach targeted toward heart disease detection using the 
Electrocardiogram (ECG)as its input data. Methods such as Discrete Wavelet Transform (DWT) for 

feature extraction and Recursive Feature Elimination (RFE) for feature selection were applied to 
optimize model performance. The ML models evaluated included Vision Transformer (ViT), 
Convolutional Neural Networks (CNN), Long Short-Term Memory (LSTM), and Multi-Layer 
Perceptron (MLP). These models were trained and tested on a dataset of 986 patients to assess their 
predictive accuracy. The results showed that MLP achieved the highest accuracy of 99.3%, followed 
by LSTM and CNN. These findings highlight the capability of ML to improve early detection of heart 
disease. Future research may include enhancing generalizability by including larger and more diverse 
datasets, hybrid models, and real-time diagnostic tools to further improve prediction accuracy and 
extend clinical applications. 

 

Introduction  
Heart diseases or CVD is a medical term that integrates several conditions affecting the valves, 

muscles,and blood arteries of the heart. These conditions might potentially bring about a serious 

cardiovascular problem, like a heart attack. The CVDs are recognized as one of the world's leading 
causes of deaths [1]. It is responsible for the highest number on the global mortality chart, 

approximating a yearly death toll of 17.9 million [2]. WHO conducted the World Health Survey, 

which estimated that cardiovascular disease (CVD contributes to approximately 17.9 × 106 deaths 
annually, or 31% of all deaths around the world [3].In 2018, cardiovascular disease and stroke were 

responsible for around 400,000 fatalities in women, making up 28% of all recorded deaths[4]. The 

mortality rates associated with different forms of CVD are most prevalent in industrialized nations. 

The main factors contributing to this life-threatening condition, as seen in Figure 1, are hypertension, 
obesity, hypercholesterolemia, genetic predisposition, tobacco use, smoking [5], and alcohol use. 

These risk factors are prevalent throughout many age groups in today’s society. 

 
Figure 1. Risk factors associated with heart diseases [6]. 
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Avoiding heart disease is as simple as making little changes in everyday routine, such as eating 

healthier, avoiding smoking, and increasing physical activities [7-10]. When cardiac disease is 
detected early, patients may be treated before they get sick, which may represent the difference 

between life and death [11]. Thus, heartdisease prediction is considered a primary area of study in the 

field of healthcare analysis [12-14]. 
The wide range of symptoms associated with CVD makes it difficult for healthcare providers to make 

an appropriate diagnosis rapidly [15–17]. Since global medical organizations are gathering vast 

information about heart diseases, healthcare professionals are better approach to know these diseases 
much better and thus increasing the efficiency of the treatment provided to the patients [18–20]. For 

proper and fast decision-making based on the right information, the massive amount of raw data from 

the medical field should be converted into practical information in cardiovascular data analysis. The 

collected data should also be scanned and processed in detail for efficient extraction of the 
information [21-23]. 

Depending on the symptoms and other conditions of the patient, a doctor may ask for further tests to 

prevent heart disease. In addition to the basic diagnostic procedures such as blood tests [24], chest X-
rays [25], and ECGs [26], conventional imaging techniques include cardiac magnetic resonance 

imaging (MRI) [27] and cardiac Computed Tomography (CT) scans [28] for the diagnosis of cardiac 

illness [29]. Traditional statistics complicated the execution of such studies on large datasets. 
Therefore, ML has emerged as the most efficient technique to process data and apply that knowledge 

for the betterment of health in this current era [30,31]. ML is highly useful for the analysis of medical 

data and information extraction in the medical domain [32]. It has a combination of great processing 

skills and enormous capacities for data processing, making it top when it comes to problems that are 
complex or real-time or offline solutions [33–35]. Heart disease diagnosis has made extensive use of 

several techniques, such as CNN, Support Vector Machine (SVM), Ensemble Classifiers, and 

Artificial Neural Networks (ANN), among many others [36]. In addition, there have been several 
hybrid models that have been released and have been very successful [37-39]. Also, many new models 

and approaches have been developed that rely on ML and image processing [40,41]. 

Diagnosing heart disease and providing suitable treatments is becoming more challenging in many 

underdeveloped nations owing to a shortage of medical experts and ineffective diagnostic equipment. 
Hospitals and professionals must have reliable methods of diagnosis and forecasting. When 

developing an intelligent healthcare approach, it is essential to address these critical challenges. 

Advances in computer technology have made numerous abilities for collecting and storing data in 
realtime possible. Clinical research greatly benefits from the massive amounts of health data 

generated. Thus, forecasting the condition of the heart and predicting the disease with the help of ML 

might play a vital role in preventing errors in diagnosis and reducing the mortality rate due to heart 
diseases [42,43]. Hence, the exploration and extraction of huge datasets to discover hidden knowledge 

and patterns have drawn the attention of the researchers. 

Therefore, the purpose of this study is to address these problems by developing an algorithm that uses 

ML algorithms to determine if a patient has heart disease based on their medical history. To achieve 
this, this study has developed an algorithm to predict the occurrence of cardiac problems using 

aprimary ECG dataset collected from patients that employ many ML algorithms and other robust 

methods. The major contributions of this study are: 
 Applying DWT for obtaining related features from ECG signals and using RFE to identify the 

most significant characteristics, hence improving the prediction abilities of the models. 

 Exploring a range of ML model architectures and leveraging their unique strengths for 
comprehensive heart disease prediction. 

 Conducting thorough training and evaluation using various performance metrics, along with 

extensive hyperparameter tuning, to ensure the highest predictive accuracy and robustness of the 

models. 
The restportions of thework arearranged as follows: Section 2 presents the relevant work of various 

authors on the prediction of cardiac problems using ML. In Section 3, the dataset used for this 

research, along with the suggested ML framework for the prediction of heart diseases, is described. 
 



 

Comparative Analysis of Machine Learning Algorithms for Early Heart Disease 

Detection Using ECG Data 

SEEJPH Volume XXVI, 2025, ISSN: 2197-5248; Posted:04-01-2025 

 

430 | P a g e  
 

 

1. Review of Related Literature 
Many researchers have been attempting to predict heart disease using various ML techniques, leading 

to significant advancements in this field. Pachiyannan et al.  [44]proposed the ML-based Congenital 

Heart Disease Prediction Method (ML-CHDPM) based on advanced ML techniques, capable of 
accurately categorizing CHD cases in pregnant women, with impressive metrics of up to 94.28% 

accuracy and 96.25% recall. Similarly, Alimbayeva et al.[45] developed an innovative ECG 

monitoring system that may predict heart disease at an early stage using methods such as isolation 
forests and CNNs with an accuracy of 92.6%.Ribeiro et al. [46]focused on distinguishing between 

various cardiovascular diseases using ML models trained on non-linear features extracted from ECG 

signals, showcasing an accuracy range of 73% to 100%. Utsha et al. [47] introduced a mobile 

application that continuously monitors ECG signals, utilizing a pre-trained ANN model to classify 
heart diseases with an overall accuracy of 94%, while Baghdadi et al. [48] developed a Catboost 

model that achieved an average accuracy of 90.9% and F1-score of 92.30% and demonstrating high 

classification performance. 
Other contributions in this area include Yilmaz et al. [49], which compared various models for 

classifying coronary heart disease. The Random Forest (RF) model obtained a 92.9% accuracy. 

Hossain et al. [50] applied several ML algorithms to a merged dataset of ECG records and reported 
SVM as the best model with 85.49% accuracy. Anuar et al. [51] used six ML algorithms in a case-

control study, and the ANN gives an accuracy of 90% with specificity and sensitivity. Tyagi et al. 

[52] proposed the hybrid CNN architecture that includes the Grasshopper Optimization Algorithm, 

which provides an average classification accuracy of 99.58%. Finally, Hammad et al. [53] proposed 
the classifier for ECG signals that outperforms others with an average classification accuracy of 99%. 

All these studies combined reflect significant developments in applying ML for timely prediction of 

cardiovascular diseases. 
Despite the promising results, these studies have certain drawbacks that need attention. Variability 

and limitations of the datasets used are one common issue, often lacking diversity and not 

representative of broader populations, which might affect the generalizability of the models. Another 

point is that feature extraction and selection methods vary widely, and some studies rely on limited or 
suboptimal features that may not fully capture the complexity of cardiovascular conditions. 

Hyperparameter tuning is another area where inconsistencies and suboptimal practices are evident that 

may impact the performance and robustness of the models. Thus, the rectification of these drawbacks 
may serve as a potential basis for a new study focused on the improvement of cardiovascular disease 

prediction through ML. 

2. Research Methodology 
This section discusses the dataset used in this study, the techniques applied, and the proposed 

approach in detail. 

3.1 Dataset Description 

The proposed methodology relied on a primary dataset based on patients. This set of data contains 
information that covers 986 patients and a total of 26 features.However, only 12 of these attributes(as 

provided in Table1) were utilized for heart disease prediction, as the others were deemed less 

impactful. Before classification, the dataset underwent a cleaning and filtering process to remove any 
missing or redundant values. The dataset was then randomly divided into training and testing subsets, 

with 70% (735 records) used for training and 30% (251 records) for testing. The training data were 

used fortraining and evaluating the proposed approach. 
Table 1: Major attributes of the dataset 

Attribute Description Attribute Name 

the slope of the peak exercise ST segment ST slope 

Serum cholesterol (in mg/dl) Cholesterol 

0 = female; 1 = male Sex 

ST depression induced by exercise relative to rest Oldpeak 

Patient’s age Age 

Resting BP (in mm Hg) BPS Resting 
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Kind of Chest Pain Chest pain 

1= Fastingbloodsugar> 120mg/dl; 0= Fastingbloodsugar < 
120mg/dl 

FBP 

Exercise triggered angina (0 = no;1 = yes) Exercise angina 

Maximum heart rate of an individual (in beats/min) Heart rate Max 

Resting ECG outcomes ECG Resting 

 1 = heart attackmight occur; 0 = heart attackmight not 
occur 

Target 

3.2 Technique Used 

The techniques utilized for various purposes in the proposed study are given as follows:  

(i) Discrete Wavelet Transform (DWT) 

Reducing the number of attributes used to depict ECG signals is crucial for accurate detection and 

diagnosis. The ECG data were transformed into time-frequency patterns using the DWT [54]. 

Recently, the DWT method has been extensively used in processing signals. DWT expresses a signal 
s(t) as a linear combination of shifted instances of the lowest passing scale operator φ(t) and altered 

and scaled instances of the basic band-pass wavelet ψ(t). 

𝜓𝑗.,𝑘(𝑡) = 2(−𝑦2)𝜓(2−𝑗𝑡 − 𝑘)    (1)  

𝜑𝑗,𝑘(𝑡) = 2−𝑗𝜑(2−𝑗𝑡 − 𝑘)    (2) 

Where j manages the transformation, k denotes the location of the ψ(t).  

One significant benefit of the DWT is its ability to provide high-quality temporal resolution. DWT is 

capable of accurately identifying the specific temporal and frequency attributes of the input signal due 
to its exceptional localization capabilities [55]. 

(ii) Recursive Feature Elimination (RFE) 

Feature selection is essential for identifying the most relevant features in various fields [56], including 

early heart disease detection using ECG data. RFE is a commonly used feature selection method that 
aims to choose the optimal subset of traits based on model learning and classification accuracy. In 

large datasets, irrelevant features are common and could impact the efficiency and accuracy of 

classification algorithms [57]. RFE addresses this by determining the most crucial variables for 
accurate predictions, reducing dataset dimensionality while preserving valuable characteristics. This 

iterative method ranks attributes by importance using RF classifiers and retrains the model with the 

refined feature set to enhance classification accuracy, continually removing less important features 
until an optimal set is achieved. Figure 2 indicates the workflow diagram of RFE. 

 
Figure 2. Recursive feature elimination [58]. 
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(iii) Convolutional Neural Network (CNN) 

CNN is a neural network that is employed to handle inputs with grid-like topology, such as ECG data. 
As illustrated in Figure 3, CNNs consist of one or more convolutional layers and are primarily used 

for tasks like disease detection, classification, prediction and other related data-processing 

applications.  

 
Figure 3. Convolutional Neural Network [59]. 

Convolution is the method of slipping a filter across an input signal [60] that allows CNNs to analyse 
the surroundings of a function to presentrecovered or more preciseestimates of its result [61]. This 

process helps in recognizing features in ECG signals by focusing on smaller sections rather than the 

entire signal at once. Additionally, these are well-suitedtocommon functional signal processing and 
segmentation tasks, making them well-suited for early heart disease detection. 

(iv) Multi-Layer Perceptron (MLP) 

MLPs are among the most commonly used neural network architectures due to their simplicity, 

structural flexibility, and robust representational capabilities. They are especially effective in the 
context of heart disease prediction using ECG data. MLPs are feedforward neural networks and 

universal approximators, typically trained using the backpropagation approach. As supervised 

networks, they need a preferred response to train, enabling them to understand the transformation of 
ECG input data into accurate heart disease predictions. 

An MLP consists of 3 layers such as input, output and one or more hidden layers, as depicted in 

Figure 4. With just 1 or 2 hidden layers, MLPs can estimate any input-output relationship, making 

them highly effective for pattern classification tasks.  

 
Figure 4. Multi-layer perceptron [62]. 

The above architecture employs an entirely linked network, in which every neuron in a single layer 

is coupled to every other neuron in the next layer. This connectivity enhances the MLP's ability to 
capture complex patterns within ECG data, thereby increasing the precision of heart disease 

prediction. 
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(v) Long Short-Term Memory (LSTM) 

LSTM was presented to focuson the issue of disappearing or exploding gradients in recurrent neural 
networks, particularly relevant in heart disease prediction using sequential ECG data. LSTM networks 

are equipped with internal memory cells accessed by forget and input gate networks, as demonstrated 

in Figure 5. 

 
Figure 5. Functional block diagram of  LSTM [63]. 

The forget gate in an LSTM layer regulates the frequency at which memory is passed on to the 

subsequent time step, whereas the input gate adjusts the amount of incoming input being fed into the 
memory cells. The LSTM model can capture and depict both short- or long-term relationships in 

sequential data, relying on the current state of both gates [64], making it particularly effective for 

analyzing and predicting heart disease from ECG signals. 

(vi) Vision Transformer (ViT)  
ViT is a neural network architecture, designed for image processing tasks, showing higher accuracy 

compared to traditional models. The model is inspired from theBidirectional Encoder Representations 

from Transformers(BERT) [65] and Attention is All You Need models [66]. The model makes use of 
the attention mechanism, which was originally developed for language recognition purposes, and it 

introduces the concept of the transformer. ViT can be utilized for the prediction of heart disease from 

ECG data by extracting 2D patches from the images first. Then, 1D arrays are produced that fit the 
structure of the ViT. A positional encoder is added to aid in remembering the relative position of the 

patches for processing before the next layer. The inputs are passed on for normalization and given to 

the transformer block. In the multi-head attention layer, plays a more critical role [67]. It is the layer 

through which the multi-head applies weights towards the major regions: this layer will lead the 
network to the most prominent parts of the ECG signals. The multiple-head attention layer produces a 

weighted sum of each head, hence enhancing the model's ability to accurately forecast cardiac illness 

by focusing on key characteristics of the ECG data. 

3.3 Proposed Methodology 

This section presents the proposed approach to predict heart disease with the help of ML algorithms 

from ECG data. The heart disease prediction process involves a collection of data from a number of 

patients, and this data includes the type of patient and whether that patient suffers from heart disease 
or not. The pre-processing of the collected data is done by missing value imputation or deletion 

followed by normalization of the feature values. Feature extraction will be done using DWT for 

extracting relevant features from ECG data. Then, the selected most relevant features are used for the 
application of RFE. It partitions the dataset into training and testing subsets. Various model 

architectures, including CNN, MLP, LSTM, and ViT, are defined and trained using the training data. 

The models are evaluated on the testing set using various metrics. Hyperparameter tuning is 
conducted to optimize model performance. Finally, the best-performing model is used to predict heart 

disease in new instances, providing an output indicating the presence or absence of the disease. The 

flowchart given in Figure 6 depicts the proposed methodology. 
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Figure 6. Proposed Methodology 

 

3.4 Proposed Algorithm 

Algorithm: Heart Prediction using ML 

START 

1. Data Collection 
Collect dataset D from the patients. 

Let 𝐷 = {(𝑥𝑖 , 𝑦𝑖)}
𝑛

𝑖 = 1
 

where 𝑥𝑖 represents features and 𝑦𝑖 Represents labels (heart disease presence/absence). 

2. Data Preprocessing 

Handling Missing Values: 
Identify missing values in D. Replace missing values using imputation methods: 

𝑥𝑖,𝑗 = 𝑚𝑒𝑎𝑛({ 𝑥𝑘.𝑗 ∣∣ 𝑥𝑘.𝑗 ≠ 𝑚𝑖𝑠𝑠𝑖𝑛𝑔 }) 

Alternatively, remove instances with missing values. 

 

Data Normalization: 
Normalize features to have zero mean and unit variance:  

𝑥𝑖 =
𝑥𝑖,𝑗 − 𝜇𝑗

𝜎𝑗
 

Dataset 

 
Data gathering 

Data pre-processing 

Handling Missing Values Data Normalization 

Feature extraction using DWT Feature selection using RFE 

 
Data splitting 

Testing dataset Training dataset 

 

CNN MLP LSTM ViT 

Build model 

 

 

 

 

Model Training 

Model Evaluation 

 

Hyper parameter 

tuning 

Heart diseases prediction 

Presence of 

Heart diseases 
Absence of 

Heart diseases 
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Where are 𝜇𝑗and 𝜎𝑗the mean and standard deviation of feature j. 

3. Feature Extraction 

Apply DWT to extract features:  

𝑊(𝑥) = ∑ 𝑥𝑘

𝑛−1

𝑘=0

. 𝜓 (
𝑡 − 𝑘𝑇

𝑠
) 

Where ψ is the mother wavelet. 

4. Feature Selection 

Remove the least important feature and repeat until the desired number of features k is selected.The 

importance score for feature j: 

𝐼𝑗 = ∑|𝛽𝑖,𝑗|

𝑛

𝑖=1

 

Where 𝛽𝑖,𝑗  is the weight of feature j, for instance, i. 

5. Data Splitting 

Split dataset D into the training set 𝐷𝑡𝑟𝑎𝑖𝑛 and testing set 𝐷𝑡𝑒𝑠𝑡using a 70-30 ratio:  

𝐷𝑡𝑟𝑎𝑖𝑛, 𝐷𝑡𝑒𝑠𝑡 = 𝑇𝑟𝑎𝑖𝑛_𝑡𝑒𝑠𝑡_𝑠𝑝𝑙𝑖𝑡(𝐷, 𝑡𝑒𝑠𝑡𝑠𝑖𝑧𝑒 = 0.3) 

6. Model Building 

Define architectures for CNN, DNN, LSTM, and ViT: 

CNN: Convolutional layers followed by pooling layers. 

𝐶𝑜𝑛𝑣(𝑥) = 𝜎(𝑊 ∗ 𝑥 + 𝑏) 

MLP: Fully connected layers with activation functions.  

𝑦 = 𝑓 (∑ 𝑤𝑖

𝑛

𝑖=1
𝑥𝑖 + 𝑏) 

LSTM: LSTM units with gating mechanisms.  

𝑓𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1 , 𝑥𝑡] + 𝑏𝑓) 

ViT: Transformer-based architecture.  

𝑧𝑙 = 𝑀𝑆𝐴(𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝑧𝑙 − 1)) + 𝑧𝑙 − 1 

𝑧𝑙 = 𝑀𝐿𝑃(𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝑧𝑙)) + 𝑧𝑙 

7. Model Training 

Train models using the training dataset 𝐷𝑡𝑟𝑎𝑖𝑛: 

Minimize loss function L(θ) using optimization algorithms like SGD or Adam. 

𝜃 = 𝑎𝑟𝑔 𝑚𝑖𝑛
𝜃

𝐿(𝜃) = 𝑎𝑟𝑔 𝑚𝑖𝑛
𝜃

1

𝑛
∑ ℓ

𝑛

𝑖=1

(𝑓𝜃(𝑥𝑖), 𝑦𝑖) 

Where ℓ is the loss function and 𝑓𝜃 is the model. 

8. Model Evaluation 

Evaluate models using the testing dataset 𝐷𝑡𝑒𝑠𝑡on various performance metrics. 

9. Hyperparameter Tuning 

Define hyperparameter space H. Search for the best hyperparameters θ∗ 

θ
∗ = 𝑎𝑟𝑔 min

θϵH
𝐿𝑉𝑎𝑙(𝜃) 

Where 𝐿𝑉𝑎𝑙 is the validation loss. 

10. Heart Disease Prediction 

Use the best-performing model 𝑓𝜃∗ to predict heart disease: 

For a new instance 𝑥𝑛𝑒𝑤 : 

𝑦̂ = 𝑓𝜃∗(𝑥𝑛𝑒𝑤) 

Output the prediction result indicating the presence or absence of heart disease 

END 

 

3. Results and Discussion 

This section provides the outcomes of the research that are obtained after the implementation of the 
proposed methodology. 
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4.1 Evaluation Metrics 

The performance assessment of the suggested method is determined by accuracy, precision, recall, 
and F1 score. 

Accuracy:Accuracy is a metric that quantifies the ratio of correct predictions, encompassing both true 

positives (TP) and true negatives (TN), to the total number of predictions made. It is calculated using 
the formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝐹𝑃+𝐹𝑁+𝑇𝑃+𝑇𝑁
(3) 

where FP represents false positives and FN represents false negatives. 

Precision:The ratio of accurately predicted positive cases to the total predicted positive instances is 
represented as precision. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃+𝐹𝑃

𝑇𝑃
                                                                                            (4) 

Recall:The ratio of correctly predicted positive instances to all instances that actually belong to the 

positive class. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃+𝐹𝑁

𝑇𝑃
                                                                                           (5) 

F1 Score: The F1 Score is the harmonic mean of precision and recall. It provides a single metric that 

balances precision and recall concerns. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒: =
2∗(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
(6) 

 

4.2 Confusion Matrix 

The confusion matrix analysis reveals the performance of various ML models in detecting early heart 

disease using ECG data. The CNN model effectively identified CVDs, recording 466 TP and 495 TN, 
but it had 19 FP and 20 FN, suggesting some healthy individuals were misclassified as having heart 

disease, while a few patients were overlooked as shown in Figure 7(a). The MLP model outperformed 

others, achieving 481 TP and 512 TN, with only 5 FP and 2 FN, indicating minimal errors and a high 
accuracy in detecting heart disease as depicted in Figure 7 (b). The LSTM model classified 472 TP 

and 498 TN, demonstrating a good ability to detect both conditions, but it misclassified 14 FN and 16 

FP, reflecting a slightly less accurate performance compared to the MLP as depicted in Figure 7(c). 

Lastly, the ViT model identified 462 TP and 490 TN, but it had 24 FP and 24 FN, indicating some 
misclassifications of healthy individuals and missed cases of heart diseaseas shown in Figure 7(d). 

 
 

(a) Confusion matrix of CNN (b). Confusion matrix of MLP 
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Figure 7: Confusion matrix 
 

4.3 Performance Evaluation 

This section evaluates the performance of ML models for early heart disease detection, focusing on 

accuracy, precision, recall and f1-score. 

 Based on the accuracy  
Figure 8 illustrates the accuracy of ML algorithms in the early diagnosis of heart disease. The MLP 

model attained the maximum accuracy of 99.3%, succeeded by LSTM at 97%, CNN at 96.1%, and 

ViT at 95.2%.While all models performed well, the MLP model demonstrated superior predictive 
accuracy in this analysis. 

 
Figure 8: Accuracy 

 Based on the Precision  

Figure 9 depicts the precision of several ML algorithms for the early detection of heart disease. MLP 

scored the highest precision at 99.03%, which means that it performed the best in terms of accuracy in 
heart disease detection. The LSTM model scored a high precision at 97.27%, showing the strength of 

the model in handling time-series data like ECG signals. The CNN scored a precision of 96.12% 

because it can capture spatial features. The accuracy of the VIT model was marginally lesser by 
5.23% precision, hence more suited comparatively to the other experiments. 
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(c)  Confusion matrix of LSTM (d) Confusion matrixof ViT 
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Figure 9: Precision 

 

 Based on the Recall 

Figure 10 shows the comparison of the recall of ML algorithms in detecting early heart disease with 

ECG data. MLP showed the highest recall value of 99.61%, thereby showing an excellent capability 

for positive case detection. The LSTM also came very close, with a recall value of 96.89%. This 
represents its high ability to detect the heart disease event. The CNN has shown a recall of 96.30% 

and captures a good amount of the actual positive cases. This was contradictory as the recall of the 

ViT model was at its lowest, at 93.63%, which means that the model was unable to identify the true 
positive more effectively compared to other models. In general, the MLP model scored higher in 

recall for this test. 

 

 
Figure 10: Recall 

 

 Based on the F1-score  

Figure 11 plots the F1-scores of the ML algorithms designed for early heart disease diagnosis using 

ECG data. The highest F1-score was 99.83% of the MLP, which proves to be balanced between 

precision and recall values in predicting heart disease cases. Next, the best F1-score of the ViT model 
was reported at 99.32%. LSTM scored an F1-score of 97.08%, which gives this approach a good view 

regarding dealing with false positives and false negatives. CNN came close to the F1-score, that being 

96.21% which is much smaller and still represents being really efficient in that case as well. By 
general analysis, MLP appears to be performing with the high F1 score. 
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Figure 11: F1-score 

4.4 Comparative Analysis 
Table 2 shows a comparison of the ML algorithms in the early detection of heart disease using ECG 

data, showing several models and their accuracy. The highest accuracy was found in the Multi-Layer 

Perceptron, with 99%. This clearly shows the applicability of this model. With a little difference, the 
accuracy of the Random Forest was found to be 98%, showing the complexity-handling capacity of 

the model and providing good predictions in this context.Another powerful algorithm was XGBoost 

that yields 95.9%, SqueezeNet, was a compact model that still showed high accuracy at 93.75%. 
Lastly, the Optimized Deep Neural Network (DNN) had the lowest accuracy at 87.7%, yet it still 

provided competitive results. Such comparison presents the strength behind ensemble methods and 

deep learning models that can be generated in terms of detecting heart disease based on ECG data; 

MLP and RF performed much better than those used above. 
Table 2: Comparative analysis 

Authors 
Feature 

engineering 
Technique name Accuracy 

Subba et al., (2024) [68] Wavelet transforms RF 98% 

Suryani et al., (2022) [69] 
Wrapper and 

filtering 
Optimized DNN 87.7% 

Nagavelli et al., (2022) [70] DWT XGBoost 95.9% 

Al Fahoum et al., (2023) [71] Wavelet transform SqueezeNet 93.75% 

Proposed study DWT+RFE MLP 99% 

 

4. Conclusion  

This study used ECG data for the purpose of comparing several ML algorithms towards solving the 
challenging problem of early heart disease detection. The scope of the study was to include the use of 

DWT for feature extraction and RFE to select the most relevant features, thus guaranteeing a robust 

model performance. ML models CNN, MLP, LSTM, and ViT were applied in this study and tested on 
a dataset of 986 patient ECG records. The main findings show that the MLP model achieved a 

maximum accuracy of 99.3%, which shows good performance in the early diagnosis of heart disease, 

while LSTM and CNN also have similar metrics. Based on the above results, this paper highlights the 

potential of ML to enhance the accuracy of diagnostics for cardiovascular diseases. 
For future work, a more complex and hybrid architecture of deep learning needs to be explored to 

further enhance the predictiveness and generalization capabilities of these models. A bigger 

population dataset could be prepared covering a larger and diverse range of patients. Also, other 
diagnostic tools and aids could be integrated for gaining a better insight from this model and thus to 

have real-world applicability. 
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