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Vanishing Introduction: The nonlinear behaviour of activation functions is vital in Artificial Neural
gradient, Networks (ANNs) for exploring the complex relationship between the input and output
Taylor features. However, these are probably going to encounter vanishing gradient problems
expansion, due to small gradients that lead to training instability, expensive exponent operations, and
Functional slow convergence. Objectives: The primary objective of this study is to develop Taylor
approximation, expansion of the second order to realize the hyperbolic tangent and sigmoid functions. In
Sigmoid, particular, long short term memory network make extensive use of these functions as well
Hyperbolic as gating mechanism to control the flow of information and gradients. Both the custom
tangent functions can reduce the vanishing gradient issues in recurrent neural networks. Methods:

Taylor expansion hyperbolic tangent and sigmoid activation functions based parallel
heterogeneous Long Short Term Memory Network integrated with Bayesian
hyperparameter Optimization is being proposed for coronavirus multi step time series
prediction. a Min-Max Normalization is applied, which produces scaled data in the range
(0, 1). The normalized dataset is partitioned into training and testing datasets, with 80%
and 20%, respectively. Furthermore, both train and test datasets are prepared as input and
target series using a window size of 5-7.The further proposed model is tuned with key
hyperparameters such as the number of neurons, learning rate, dropout, and type of
optimizer. The remaining model parameters are epochs, batch size, and loss, which are
200, 32, and mean square error, respectively. Results: The proposed model efficacy is
evaluated on coronavirus daily cumulative cases, cumulative deaths, daily new cases, and
total recovery cases in India. The Analysis reveals that the current model achieves
remarkable performance in terms of Mean Absolute Percentage Error (MAPE), Mean
Absolute Error (MAE), Root Mean Square Error (RMSE), and Coefficient of
determination (R? Score) when compared to existing models. Conclusions: The study
reveals that the proposed framework with the Taylor approximation activation function
produces more consistency in prediction than the default activation functions, including
Tanh and sigmoid. In spite of that, gradients of Taylor Tanh and sigmoid activation
function traits indicate a decline in the possibility of vanishing issue.

1. Introduction

Nonlinear behaviour of activation functions is vital in Artificial Neural Networks (ANNSs) for exploring the
complex relationship between the input and output features. Machine learning, entrusted with the use of
Acrtificial Neural Networks for regression [14] and multi labelling [3] has been adapted in recent times.
These comprise forecasting [1], image analysis [23] machine translation [16] and many more. A neuron is
responsible for two major operations, including product-accumulation and nonlinear function. The
activation function incorporates nonlinearity to make Neural Networks are successful in versatile
applications. The popular activation functions include Hyperbolic Tangent (Tanh), Sigmoid, Rectified
Linear Unit (ReLU) family and Softmax. With the bounded activities, the prominent activation functions
are Sigmoid and Tanh is becoming accustomed in most of the tasks [28]. These are significant and
extensively used as gating operations in Recurrent Neural Networks (RNNs). ReLU family is prominent
for unbounded activation functions and softmax is wide spread in the output layer including multi label
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categorization and attention process. Therefore, Tanh and Sigmoid activation functions are used as
activation and recurrent activation for regression tasks. However, these are probably going to encounter
vanishing gradient problems due to small gradients that lead to training instability, expensive exponent
operations and slow convergence [17].

During training, derivative weights approach zero that causes vanishing gradient problem. As a result, it is
difficult to update the weights using Back propagation algorithm. Another challenge is the cost of hardware
to implement the exponent operations [40]. Hence, enhancing derivatives of these functions will
indefinitely reduce vanishing gradient difficulties and increase the efficiency. To alleviate such problems,
several methods have been communicated. These include variants for sigmoid [34], Tanh [7,10], cost
reduction on Field Programmable Gated Arrays [45], Normalization Techniques [26] and gradient clipping
techniques [43]. The above said methods mostly concentrate on declining the exponent operations and
avoiding weights approaching zero instead of enhancing the gradients. Moreover, the performance is
changing in different applications in the same domain. These problems can be addressed by popular
methods including appropriate activation functions and gated architectures. Thus, a second order Taylor
Tanh and sigmoid functions based parallel heterogeneous Long short term Memory (LSTM) architecture
is being proposed for multi-step time series prediction.

The work has been structured as follows: Part 2 designates the current work associated with the domain of
vanishing gradient. In Part 3, we describe the dataset in this work followed by the methods and experimental
design in Part 4 and results and discussions of study presented in Part 5. Finally, in part 6 conclusions and
future research directions have been forwarded.

2. Literature Survey

In ANN, the vanishing gradient issue can be addressed by Residual Neural Networks (ResNets) that enable
the derivative flow and reduce training difficulties. In the same way, a novel approach [26] enhances the
ResNets by incorporating norm(magnitude) preservation mechanism. The authors provide insights into how
maintaining norm consistency can address challenges related to vanishing gradients and improve overall
network performance. However, the addition of norm preservation mechanisms could potentially increase
the computational overhead and the approach might face challenges in scaling to more complex
architectures or larger datasets. An innovative approach [19] adjusts the gradient flow to ensure more stable
and effective learning by replacing the original derivative with an artificial derivative. This process
effectively solves the vanishing gradient problem for both ReLU and sigmoid functions with minimal
processing costs. In spite of that, artificial derivative is a heuristic and a unique design is required for each
activation function. To decline the exponent operation, recent work [39] promotes implementing low
complexity hardware development using Probability based Sigmoid Function (P-SFA) approximation. P-
SFA is efficient in terms of power, speed and recognition performance on certain datasets. However,
method has not discussed about vanishing gradient difficulties.

The functional approximation has wide spread in recent times in order to reduce cost and vanishing
derivative issues. The author [10] outlined that high-order Sobolev norms are used to approximate Tanh
activation functions in neural networks. The findings indicate that Tanh neural networks with only two
hidden layers can approximate functions at comparable or higher rates than considerably deeper ReLU
neural networks. It has been addressed only as an alternate to ReL U function in the prediction.

The Vanishing gradients issue is addressed by clipping the gradients, the author [43] develops a frame work
to explore how gradient clipping impacts the network training. The limitations of the framework are
Implementing adaptive gradient clipping thresholds can be complex and may require additional
computational overhead to determine the optimal clipping values dynamically. The author [17] present
theoretical insights into why typical RNNs struggle with vanishing gradients and how their proposed LSTM
architecture addresses these concerns. They address the function of gating mechanisms in maintaining
gradients and increasing learning outcomes.

A survey[21] discusses the applications of various activation functions across different types of neural
networks and tasks. It provides insights into how different functions impact network performance and
training dynamics. In [13] review a wide range of activation functions and their role in conducting a

930 | Page



Hybrid recurrent neural network using custom activation function for
COVID-19 short term time series prediction
SEEJPH Volume XXVI, 2025, ISSN: 2197-5248; Posted:04-01-25

SEEJPH
benchmark study. They analyze metrics such as convergence speed, training stability, and overall
performance on standard benchmarks.

The author [43] described an approximation of sigmoid for neural networks on Field Programmable Gated
Arrays (FPGA). The proposed method showed better results than the original sigmoid. Although it has
simplicity of implementation, it does not address the gradient problems. The Progress of neural network
training time has been improved in the study [34] on approximate ReLU, Tanh, and sigmoid on three
networks: MNIST classifier, MNIST auto encoder, and CharRNN. These ranged approximations produced
low training times but are not suitable for other networks. The study [7] explores approximating hyperbolic
tangent using Catmull-Rom spline interpolation. The achieved results show that a smaller logic area is
required than the original Tanh. Although it declines the cost, it does not discuss the gradient issue. On the
other hand, a study [8] used sigmoid approximation using Taylor expansion in multilayer networks for
hepatitis disease diagnosis. This implementation has utilized three intervals to approximate the sigmoid. It
has achieved equal accuracy with the original sigmoid. The limitations are the complexity and overhead of
hardware implementation. The study also focused on functional approximations with respect to softmax
alternatives. On the same line, a work [40] investigated periodic alternatives for softmax with attention for
escaping the gradient problem. It has been suggested that the periodic activation function better than the
original softmax. Another study [4] described how soft-margin Taylor has been put forward as an
alternative to softmax. The analysis shows that Taylor expansion up to two terms produces higher accuracy
on three datasets (MNIST, CIFIR10, and CIFIR100) than Taylor expansion up to ten terms. The work [35]
reports that toluene gas concentrations are estimated using neural network (NN) architectures with Taylor
series expansions of the sigmoid activation function, based on transient sensor responses. The Taylor
expansion up to nine terms is used to realize the sigmoid function. The part of the literature review is
presented in Table 1.

Table 1. A section of literature review pertains to our work

Reference Model Description

No.

[2] Low-error digital hardware | In this, a piecewise linear method used
implementation of artificial | to approximate the sigmoid and
neuron activation functions | hyperbolic tangent. It requires few
and their derivative cycles to perform approximations and

can be simply pipelined than iterative
approach.

[9] Fast and accurate deep | ELUs alleviate the vanishing gradient
network learning by | problem via the identity for positive
Exponential Linear Units | values and these have improved
(ELUs) learning characteristics compared to the

units with other ReLu family.

[20] hyperbolic tangent | In this modeling, uses fractional
implementation in hardware: | exponential part and it is faster than
polynomial modeling CORDIC but slower than the piecewise

linear solution.

[30] Function approximation | The LUT approach keeps the sampled
using Look Up Table (LUT) | values of sigmoid function in RAM or

ROM in order to reduce the cost of the
operation.

[31] Searching for activation | proposed to leverage automatic search
functions techniques to discover new activation

functions

[32] Approximation  of  the | Minmax technique is to reduce the error
sigmoid function and its | and simplicity of implementation.
derivative using a minimax | Sigmoid and its derivative
approach
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approximations were implemented in
VHDL and synthesized to an FPGA.

[38] Hardware implementation of | It is an iterative approach that uses
neural network with | multiple iterations to generate complex
Sigmoidal activation | operations into a single one.
functions using Coordinate
Rotation Digital
Computer(CORDIC)

[44] An  Analog continuous | It is implemented based on piecewise

valued number system | linear approximation in the analog
(CVNS)-Based Sigmoid | domain and proposed sigmoid achieves
Neuron for Precise | high accuracy that cannot be attained
Neurochips. using analog network.

3. Dataset

To assess the performance of the proposed model for multi-step time series forecasting, we considered
six different sizes of coronavirus univariate datasets have been taken from the Oxford Martin
Programme on Global Development at Oxford Martin School. For this study, one dataset [29] between
February 24, 2020 to May 20, 2020 for India consists of daily cumulative confirmation cases,
cumulative deaths, and new cases. The other dataset [36] between January 30, 2020 to August 11, 2021
for India comprises daily cumulative confirmation cases, cumulative deaths, and cumulative recovery
cases

4. Methods
This section explores the various stages, including data preprocessing, proposed model, and
experimental design.

4.1 Preprocessing
In order to effectively converge the parameters of the Machine Learning model, the original values are
normalized from a wide to a narrow range. For this, Min-Max Normalization is applied as shown in
Equation (1), which produces scaled data in the range (0, 1). The normalized dataset is partitioned into
training and testing datasets, with 80% and 20%, respectively. Furthermore, both train and test datasets
are prepared as input and target series using a window size of 5-7.

, Y- miny
y = maxy — ming

(new_max — new_min) + new_min (D
y' = Normalized value of y
y = Observed value of x
minyx = Minimal of x
maxx = Maximal of x
new_max = Maximal of Normalized data
new_ min = Minimal of Normalized data

4.2 Proposed Methodology
This section discusses about the proposed activation functions, model, and Bayesian hyperparameter
optimization.
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4.2.1 Taylor activation functions

In neural networks, hyperbolic tangent and sigmoid functions are extensively used in LSTM Networks
for controlling the flow of gradients. Hyperbolic Tangent is one of the popular activation functions
that takes input as real numbers and produce the output in the range from -1 to 1. It is described in
Equation [2]

eX —e7X

f(X) = Tanh(x) = m (2)
The Sigmoid activation function takes the real numbers as an input and gives an output in the range of
0 to 1. The expression is given in Equation (3).

g(x) = sigmoid(x) = m 3)

Both Tanh and sigmoid are vulnerable to vanishing gradient problems [19] that result in non
convergence and reduce efficiency or failure in training.

Taylor Hyperbolic Tangent and Sigmoid: Taylor series approximating the function as a sum of infinite
terms defined in terms of the function's derivatives at that point. The author [38] developed a Taylor
realization of softmax up to two terms for €* as 1+x+0.5 x2. The taylor expansion of e* and e* is given
in Equation (4,5)

e %2 x3 (—1)"x"
e —1—X+E—§+"'+T (4)
K1 x? x3 X" :
et = +X+E+§+"'+E (5
//{'/
5 /’/

1.00 0.7% -0.50 +~0.25 DOC .25 Q.50 075 100

Figure 1. Hyperbolic Tangent (Tanh) and Taylor Hyperbolic Tangent Functions

In this work, n is chosen as 2 for the realization of both hyperbolic tangent and sigmoid functions. The
approximation of Tanh activation function using Taylor expansion is shown in Figure 1. The gradients
of these functions are primarily responsible for determining the weights using back propagation while
training. The derivatives of sigmoid and Tanh functions that are used in back propagation are given in
Equation (6, 7). Taylor Tanh and sigmoid functions are contributing enhanced gradients as compared
to original Tanh and sigmoid which is shown in Figure 2. As a result, a neural network model with
these functions might improve the learning efficiency and reduce the vanishing gradient problem.

g'(x) = sigmoid(x)(l — sigmoid(x)) (6)

f'(x) =1 — tanh?(x) (7)
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Figure 2. Gradients of Taylor based functions and actual functions

4.2.2 Proposed Model

RNN variants are being used successfully in many domains of time series dataset prediction [5,12].
LSTM networks can overcome the limitations of vanilla RNN such as diminishing gradient and
exploding problem for long time series. In particular, long short term memory network makes
extensive use of Tanh and sigmoid functions as well as gating mechanism to control the flow of
information and gradients. However, Vanilla LSTM and bidirectional networks are limited in their
performance due to the complex relationships they extract and the large forecasting window size.
Moreover, Bidirectional networks have two similar networks that are in parallel; one network takes
the input in sequential and the other in an anti-chronological direction. As a result, bidirectional
network may not retain the complex relationship in some of the datasets. Therefore, recent studies
show that developing hybrid RNN variant Models can produce low prediction errors and high
efficiency even in disparate domains and datasets. Hence, we propose a model that consists of two
different LSTM networks arranged in parallel fashion, as shown in Figure 3 with Taylor Tanh and
Sigmoid activation, recurrent activation, respectively. Each LSTM can uniquely retain the relationship,
and then regularization is applied to each LSTM Network to avoid the model over fitting by
implementing the dropout approach. Finally, individual LSTM outputs are concatenated, and a dense
network is used to predict the output. The structure of the LSTM Cell [18] is shown in Figure 4, and
the internal operations of the forget, input, and output gates of the LSTM are performed according to
Equation (8) - (13).

fi = o(Wexy + Wrhe_; + by) )

i = o(Wix¢ + Wihe_1 + by) 9)
C; = tanh(W.x, + W.he_; + b))  (10)
Ce = fe * Ceoy +ig * G (11)
0; = o(Woxy + Woh_; + bg)  (12)

h; = O, * tanh(C,) (13)
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Figure 4. Structure of LSTM Cell
Bayesian hyperparameter Optimization (BO) probabilistic model, which selects current model
parameters based on past evaluations. BO is an iterative procedure that is usually used to detect near
optimal hyperparameter combinations in just a few iterations [11]. The limitations of both Grid search
and Random search are that each evaluation is independent of the previous evaluation. Thus, they spent
more time evaluation inadequately performing regions of search space. Bayesian Hyperparameter
optimization is more effective than grid search, random search and even manual optimization by
domain experts [33]. In Genetic Algorithm, randomly initialized values for genetic operations like
crossover, selection, and mutation often do not find the optimal parameters [24]. The main limitation
of particle swam optimization is that it requires correct population initialization; otherwise, it may get
local optimum instead of global. Bayesian hyperparameter optimization based on Gaussian produces
high accuracy and reduces run time when compared to grid and manual search [42,46]. It is preferable
when the evaluation of each hyperparameter configuration is time consuming and requires limited
resources. The proposed model is tuned using an Automatic Bayesian optimization [28], in contrast to
other hyperparameter optimizations [7, 27]. The current model is tuned with respect to search space,
as shown in Table 2.
Table 2. Search space for proposed Model

Name of the parameter Specifications
LSTM Network 4-256

(Number of neurons)

Dropout 0.1-0.5

Learning rate 0.001-0.1
Optimizer Adam, RMSProp
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4.2.3 Experimental Design

The proposed model with Taylor Tanh and sigmoid activations is executed in the Google Colab
Intel(R), Xenon(R) CPU@2.20GHz in the Python 3.10.12 environment, and other libraries including
Tensorflow- 2.15.0, Keras-2.15, Bayesian optimization-1.4.3, automatic ARIMA library pmdarima-
2.0.4 and AutoML framework tpot-0.12.2. In the first step, COVID-19 dataset is loaded and then
filtered for attributes such as Daily Total Cumulative Confirmation Cases, Cumulative Deaths, new
cases and recovery cases for a given duration. The filtered dataset has been processed for NAN values.
The resultant dataset is divided into train and test, 80% and 20%, respectively. To train the proposed
model, both train and test datasets are split as input and targets. In this splitting process, the lag value
is considered to be 5 and the future forecast is 7. The further proposed model is tuned with key hyper
parameters such as number of neurons, learning rate, dropout, and type of optimizer. The remaining
model parameters are epochs, batch size and loss, 200, 32, and mean square error, respectively. The
proposed model with Taylor Tanh and sigmoid activations is tuned using train dataset in 10 iterations,
and then BO suggests best hyperparameters. During the evaluation, model uses those best parameters
to predict the test dataset. Other models, BLSTM and LSTM are tuned with same search space by
Bayesian optimizer and other specifications have default Tanh and sigmoid. The ARIMA Model is
developed using pmdarima library and p, d, g values are selected using the auto_arima method for all
datasets. An AutoML Model, Tree based Pipeline Optimization (TPOT) repressor selects the best
parameters for a given population and generations. The population and generation value are five
considered for the TPOT Regressor model fitting.

4.3. Evaluation criteria

The proposed model and other models performance is quantified in the form of the Mean Absolute
Percentage Error (MAPE), Mean Absolute Error (MAE), R-Squared (R?) Score, and Root Mean
Square Error (RMSE).

Mean Absolute Percentage Error (MAPE): MAPE is a popular metric that measures the accuracy of a
regression model in terms of relative error[21,41]. It computes the difference between the actual data
and the model's forecast

based on test data, then divides that difference by the actual data. A lower MAPE reflects a model
prediction that is reasonably close to the observed value. The best MAPE value is zero, and the worst
value is infinity. MAPE is characterized as follows;

1% i~V
MAPE = — %' u + 100 (14)

i=1
Vi, ¥, and n is the actual value, prediction value, and size of the data, respectively
Mean Absolute Error (MAE): Another metric is used to assess the regression model, along with
MAPE. Sometimes MAE is very different depending on whether if it is predicted or the actual value
that is largest. The best score is zero and worst is infinity. MAE is calculated as follows

n
1
MAE == ly -5 (15)
i=1

R-Squared (R?) Score: R? score is known as the coefficient of determination and conveys how closely
data members fit the curve [22]. The R? score illustrates how the data values are dispersed over the
regression curve. Typically, it lies between -oo and 1. A high R? score suggests that the prediction
model is reliable. Using Eq. (16), the R? score can be calculated as follows:

no(y— 5)2
Zl—l(yl yl) l (16)

R2%score =1 — —
?:1(% —y)?
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Root Mean Square Error (RMSE): It is referred to as the residual, and it calculates the prediction error
based on the separation between best fit data and actual data. The formula for RMSE is given Eq. (17).

n
1
RMSE = |~ (= 9))? (7
i=1

5. Results & Discussions

The proposed model with Taylor Tanh and sigmoid activation is evaluated on univariate datasets such
as Coronavirus Cumulative Confirmation (CCC) cases (dataset 1), daily New Cases (NC)(dataset
2),Cumulative  Deaths(CD) (dataset 3)[26],Coronavirus Cumulative Confirmation(dataset
4),Cumulative Deaths(CD) (dataset 5),and Cumulative Recovery Cases(CRC) (dataset 6) [30] in India.
5.1 Coronavirus Cumulative Confirmation (CCC) Cases:

Coronavirus Cumulative Confirmation (CCC) cases in India dataset has been taken from 24" Feb,
2020 to 20" May, 2020. It has been preprocessed and the proposed model is tuned with train data using
BO. The best set of hyperparameters has been chosen at the end of 10 evaluations. The proposed model
uses the best parameters while predicting 1-week ahead of the CCC prediction. The model produces
MAPE, MAE, RMSE, and R? score values of 1.4570, 0.0109, 0.0130, and 0.9703, respectively. Table
3 shows the performance metrics of the proposed and existing methods for one week ahead CCC
prediction. It appears that the present model is superior to model with Tanh and sigmoid activation as
well as other existing models. The obtained results of the current model indicate a significant
development in prediction as compared to the Deep Learning model with Grey Wolf Optimizer (GWQ)
tuning [29].The proposed model with Taylor Tanh and Sigmoid 1-week ahead CCC prediction as
shown in Figure 5.The model with default Tanh and sigmoid activations shows better than existing
recurrent models like BLSTM and LSTM with default Tanh and sigmoid activations, TPOT regressor
and ARIMA model. Figure 6 represents low MAPE with respect to Taylor expansion activation
functions on the given datasets. The proposed and existing model for one-week ahead CCC prediction
is given in Figure 7.

Table 3. One week ahead CCC prediction Performance Metrics of proposed and other models

Model MAPE | MAE | RMSE R?

(%) Score
ARIMA (021) 17.0205 | 0.1273 | 0.1541 0.2986
TPOT Regressor 12.4757 | 0.0931 | 0.1769 | -4.7532
BLSTM-BO 5.4004 | 0.0397 | 0.0431 | 0.6427
LSTM-BO 2.3250 | 0.0163 | 0.0197 | 0.9220
Pro.Model-BO 2.0671 | 0.0152 | 0.0167 | 0.9516
Pro.Model(Taylor 1.4570 | 0.0109 | 0.0130 | 0.9703
Tanh
& sigmoid)-BO

160570

Figure 5. One week ahead CCC prediction of proposed model with Taylor Tanh and Sigmoid
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Figure 7. One week ahead CCC prediction of proposed model and other models.
5.2 Coronavirus daily New Cases (NC):
For the New Cases (NC) in India dataset has been taken from 24™ Feb, 2020 to 20" May, 2020. It has
been preprocessed and proposed model with Taylor Tanh and sigmoid is tuned with train data using
BO. The best set of configuration parameters is chosen for the subsequent prediction. For the NC, the
current model obtains a MAPE of 9.2375, a MAE of 0.0646, a RMSE of 0.0817, and the R? score of
0. 1756.The results resembles that Taylor Tanh and sigmoid perform slightly better than Tanh and
sigmoid functions in the proposed model. Table 4 represents the performance metrics of the proposed
and existing models on one week ahead NC prediction. The NC prediction using the current model
registers low MAPE as compared to the Deep Learning model with Grey Wolf Optimizer (GWO)
tuning [29]. The proposed model with Taylor Tanh and Sigmoid one week ahead NC prediction as
shown in Figure 8. The proposed and existing models one week ahead NC prediction is given in Figure
9.
Table 4. One week ahead NC prediction Metrics of Proposed and other models

Model MAPE | MAE |RMSE | R?
(%) Score

ARIMA (013) 33.4896 | 0.2358 | 0.2738 | -
2.5984

TPOT Regressor | 28.1645 | 0.2048 | 0.2729 | -
5.4537
BLSTM-BO 9.4968 | 0.0657 | 0.0831 | 0.1708
LSTM-BO 10.3363 | 0.0703 | 0.0860 | 0.1156

Pro.Model-BO 9.3258 | 0.0648 | 0.0826 | 0.1737
Pro.Model(Taylor | 9.2375 | 0.0646 | 0.0817 | 0.1756
Tanh & Sigmoid)-
BO
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Figure 9. One week ahead NC prediction of proposed model and other models
5.3 Cumulative Deaths (CD)
Another dataset is the cumulative Deaths in India, it has been considered from 24" Feb, 2020 to 20"
May, 2020.The Proposed model is tuned with a Bayesian optimizer and then best configuration
parameters are used for model prediction. The Model performance is measured in terms of MAPE,
MAE, RMSE, and R? score of 1.8657, 0.0144, 0.0180, and 0.9315, respectively. Table 5 shows the
low values of MAPE, MAE, RMSE and the high R? score of the current model with Taylor Tanh and
sigmoid activation in comparison to other models. The proposed model obtains lower MAPE than
LSTM with Google trends [29]. The proposed model with Taylor Tanh and Sigmoid one week ahead
CD prediction as shown in Figure 10. The proposed and existing models one week ahead CD prediction
is shown in Figure 11.
Table 5. One week ahead CD prediction Metrics of Proposed model and other models

Model MAPE MAE | RMSE | R?
(%) Score

ARIMA (220) 10.5459 | 0.080 |0.0931 |0.7137
4

TPOT Regressor 21.0852 | 0.168 | 0.2608 | -13.002
7

BLSTM-BO 2.8992 0.022 | 0.0260 | 0.8493
3

LSTM-BO 3.1877 0.023 | 0.0289 | 0.8072
7

Pro.Model-BO 2.1242 0.016 | 0.0212 | 0.9156
9

Pro.Model(Taylor 1.8657 0.014 | 0.0180 | 0.9315

Tanh 4

& Sigmoid)-BO
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Figure 11. One week ahead TCD prediction of proposed model and other models

5.4 Coronavirus Cumulative Confirmation (CCC) Cases

The current model with Taylor Tanh and sigmoid using Bayesian Optimizer is applied to daily Total
Cumulative Confirmation (TCC) Cases dataset, which has been considered from 30" January, 2020 to
11" august 2021. The normalized dataset is divided into train, and test data, with 80% and 20%,
respectively. Furthermore, both train and test datasets are prepared as input and target series using a
window size of 5-7. The Proposed model on this dataset produces a MAPE of 2.0655, a MAE of
0.0180, a RMSE of 0.0224, and an R? score of 0.9555. Table 6 indicates that proposed model performs
better in terms of MAPE, MAE, RMSE and R? score than other models. Figure 12 shows the
superiority of  proposed model on three types of datasets. The current model with Taylor
approximation of Tanh and sigmoid contributes to improvement in prediction efficiency. Figure 13(a)
reveals the one week ahead prediction by the present model and other models.

Table 6. One week ahead CCC prediction Metrics of Proposed model and other models

Model MAPE | MAE |RMSE | R?
(%) Score

ARIMA (020) 20.4712 | 0.1963 | 0.2740 | -
3.1329

TPOT Regressor 2.4388 |0.0192 | 0.0261 | 0.9330

BLSTM-BO 4.7269 | 0.0433 | 0.0482 | 0.7894

LSTM-BO 2.8126 | 0.0257 | 0.0348 | 0.8851

Pro.Model-BO 2.7505 | 0.0243 | 0.0297 | 0.9143

Pro.Model(Taylor- | 2.0655 | 0.0180 | 0.0224 | 0.9555

Tanh

& sigmoid)-BO
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Figure 12. MPAE of the proposed model with Taylor approximation and original activation
functions.

5.5 Cumulative Deaths (CD)

Another dataset is Total Cumulative Deaths (CD) in India, which has been taken from 30" January,
2020 to 11" august 2021.The proposed model is tuned with a Bayesian optimizer and then best
configuration parameters are used for model prediction on cumulative deaths. The Model performance
is measured in terms of MAPE, MAE, RMSE, and R? score of 1.6314, 0.0123, 0.0159, and 0.9882,
respectively. Table 7 shows one week ahead deaths prediction metrics for proposed and other existing
models. The current model produces low MAPE, MAE, RMSE and the high R? score. The proposed
and existing models one week ahead CD prediction is shown in Figure 13(b)

Table 7. One week ahead CD prediction Metrics of Proposed model and other models

Model MAPE MAE | RMSE | R?
(%) Score
ARIMA (021) 14,9573 | 0.1260 | 0.1389 | 0.3798
TPOT Regressor 52.6570 | 0.4546 | 0.4794 | -9.0208
BLSTM-BO 8.2617 0.0698 | 0.0725 | 0.7675
LSTM-BO 14.7701 | 0.1285 | 0.1371 | 0.1824
Pro.Model-BO 1.8060 0.0137 | 0.0175 | 0.9858
Pro.Model(Taylor- | 1.6314 0.0123 | 0.0159 | 0.9882
Tanh
& Sigmoid)-BO

5.6 Cumulative Recovery cases (CRC):

Another coronavirus dataset in India, Cumulative Recovery (CR) cases, has been considered from 30%
January, 2020 to 11" august 2021. A total of 560 days of CR cases were obtained and then preprocessed
with Min-Max normalization. A processed train data has been utilized in the proposed model tuning,
and the selected best parameters are used for model Cumulative Recovery cases for future prediction.
Table 8 indicates the performance metrics of current and existing models. It resembles the proposed
model with Taylor expansion function, which enhances the prediction accuracy. In addition to Taylor
approximations, current model with default Tanh and sigmoid activations exhibits low prediction error.
Figure 13(c) shows the one week ahead CR prediction of proposed and existing models.
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Table 8. One week ahead CRC prediction Metrics of Proposed model and other models

Model MAPE | MAE |RMSE | R?
(%) Score

ARIMA (021) 30.6506 | 0.2954 | 0.4150 | -
6.2878
TPOT Regressor | 3.1081 | 0.0231 | 0.0331 | 0.9237
BLSTM-BO 3.3980 | 0.0273 | 0.0339 | 0.9188
LSTM-BO 5.4033 | 0.0477 | 0.0506 | 0.8377

Pro.Model-BO 2.6368 | 0.0204 | 0.0283 | 0.9426
Pro.Model(Taylor- | 2.3395 | 0.0189 | 0.0247 | 0.9565
Tanh & sigmoid)-
BO

Figure 13. a) One week ahead CCC prediction b) CD prediction ¢) CRC prediction

6. Conclusions & Future scope

In this work, Taylor expansion Tanh and sigmoid activation function based new framework was
developed and evaluated on six different sizes of coronavirus time series datasets. The results reveal
that the proposed framework with Taylor approximation activation function produces more
consistency in prediction than the default activation functions including Tanh and sigmoid. In spite of
that, gradients of Taylor Tanh and sigmoid activation function traits indicate decline the possibility of
vanishing issues. The current model exhibits high performance on CCC, CD and CRC. Although, NC
has nonlinear behavior, present model performs competitive than others. It was observed that proposed
model with default Tanh and sigmoid shows low MAPE, MAE, RMSE and High R? score in contrast
to BLSTM and LSTM with default activations. The statistical ARIMA model produces high MAPE,
MAE, RMSE and low R? score on all types of datasets. Auto ML TPOT Regressor gives competitive
performance on CCC and CD but poor metrics on other datasets, Current model can effectively be
utilized for short term prediction where little past information is known.

The proposed framework directs an initiative towards the development of alternatives to activation
functions in Deep Learning. On the other hand, the study gives an initiative for enhancing the gradients
of activation functions to avoid learning and declining the exponent operations. However, the scope
of experiments might be limited. Further validation across a broader range of datasets and tasks is
necessary to fully understand the robustness and generalizability of the proposed method.
Concurrently, BO can combine with other popular Hyper-Parameter Optimization (HPO) algorithms
in order to enable parallelization
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