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ABSTRACT 
Bioinformatics serves as a bridge between computational methodologies and the intricate challenges of 

modern healthcare. At the Bioinformatics Lab, Department of Biomedical Engineering, Saveetha 

Engineering, India, our research led by Swarnambiga Ayyachamy focuses on developing robust data-driven 

solutions that address critical needs in clinical diagnostics, personalized medicine, and biomedical 

innovation. By harnessing advanced machine learning algorithms, statistical modeling, and systems biology 

approaches, we aim to uncover meaningful patterns in genomic, proteomic, and imaging datasets. Our 

interdisciplinary efforts strive to optimize patient care by informing precise diagnostics, enhancing 

therapeutic strategies, and enabling predictive analytics in healthcare. Through collaborative projects with 

clinicians and researchers, the lab emphasizes translational impact—ensuring that computational 

discoveries are swiftly integrated into real-world clinical applications. 

 

1. Introduction 

A universal problem that occurs predominantly is tooth surface loss. These tooth surface loss can be 

physiological, mechanical, or chemical-related. Various qualitative and quantitative methods are used 

to identify the percentage of tooth surface loss. Major tooth surface loss includes attrition and 

abrasion.[1] Attrition is pathological tooth to tooth wear of dentition caused by bruxism, grinding, or 

chewing. Abrasion is pathological tooth wear caused by foreign substances commonly seen as a result 

of tooth brushing. Surface loss gradually increases with age [2], [3]. 

Tooth wear is a major dental concern, involving two main types: attrition and abrasion. Attrition occurs 

when teeth grind against each other, primarily due to bruxism, an involuntary habit. This can lead to 

significant loss of enamel and dentin, resulting in a flattened wear pattern on the occlusal surfaces. 

This can cause increased tooth sensitivity, changes in occlusion, and even temporomandibular joint 

(TMJ) disorders [4]. Psychological or physical factors can cause bruxism. Over time, attrition can lead 

to severe dental issues, including exposure to underlying dentin, causing pain and increased 

susceptibility to decay. Regular dental check-ups are crucial for early identification and management 

of attrition, with mouthguards often used to protect teeth from further wear [5]. 

Abrasion is a form of dental wear caused by external friction, often caused by improper brushing 

techniques or abrasive toothpaste. It can lead to increased tooth sensitivity and an aesthetic decline in 

appearance, making teeth more vulnerable to thermal stimuli and decay. Preventive measures include 



3456 | P a g 

e 

Machine Learning Prediction of Attrition and Cervical Abrasion Using Clinical Images 

SEEJPH Volume XXVI, S2, 2025, ISSN: 2197-5248; Posted:03-02-2025 

  

 

educating patients on proper brushing techniques, using soft-bristled toothbrushes, and avoiding 

abrasive toothpaste. [6], [7] The rise in digital technology has sparked a growing interest in using 

artificial intelligence or machine learning in dentistry for diagnosis, decision-making, treatment 

planning, and treatment prediction. This technology can quickly and accurately diagnose problems, 

allowing clinicians to plan appropriate treatments and reducing the risk of diagnostic errors. Machine 

learning is crucial in predicting attrition and cervical abrasion in clinical images, particularly in the 

medical and dental fields. Early detection of these conditions is essential for effective treatment, 

preventing severe dental problems, and improving patient outcomes. Predictive models can assist 

healthcare providers in offering personalized treatment plans, improving overall care and satisfaction. 

Resource optimization is another benefit of using machine learning to predict dental issues. Care is 

directed where needed by allocating time and attention to patients at higher risk. Early detection and 

preventive care can significantly reduce costs associated with advanced treatments. Data-driven 

decisions are made using machine learning, utilizing vast amounts of clinical image data to produce 

meaningful insights. Automating the prediction process can help in settings lacking specialists, 

allowing for wider access to predictive care. 

Machine learning in prediction involves data collection, preprocessing, feature extraction, model 

selection, training, evaluation, deployment, and continuous learning[8]. The final model can be 

integrated into healthcare settings, helping practitioners diagnose and make treatment 

recommendations based on image inputs. In conclusion, machine learning in predicting attrition and 

cervical abrasion is important in enhancing patient care, improving early detection, and optimizing 

healthcare resources. The integration of machine learning in this domain allows for innovative 

solutions that bridge gaps in traditional diagnostic methods, pushing the boundaries of dental health 

management toward more proactive and effective strategies[9]. 

SqueezeNet is a specific convolutional neural network (CNN) architecture designed with certain 

advantages for image classification tasks. SqueezeNet is a compact machine learning model that stands 

out from traditional models and neural network architectures due to its small size, efficient inference, 

transfer learning, and competitive accuracy on standard image classification benchmarks. It uses a "fire 

modules" strategy to reduce dimensionality and expand the number of parameters, ensuring the 

expressive power needed for complex image classification tasks. SqueezeNet's compact design allows 

it to perform faster inference on devices with limited computation resources, making it suitable for 

real-time applications. Transfer learning allows SqueezeNet to be fine-tuned for specific tasks, 

allowing it to easily adapt to new image classification tasks with a smaller dataset. Its architecture also 

provides regularization effects, helping mitigate overfitting for smaller datasets. SqueezeNet's 

flexibility and scalability make it easy to extend or modify[10], [11]. 

Compared to traditional machine learning models, SqueezeNet outperforms traditional methods in 

feature learning, handling complexity, scalability, and end-to-end learning. It automatically learns 

hierarchical features from raw pixel data, handles complex transformations or patterns, and supports 

end-to-end training, optimizing the entire pipeline from raw image input to classification output. In 

conclusion, SqueezeNet stands out in the image classification landscape due to its small size, 

efficiency, and ability to learn complex patterns from raw image data without extensive manual feature 

engineering. It offers a powerful alternative to traditional machine learning models and larger deep 

learning architectures. It is especially valuable when computational resources are limited or rapid 

inference is essential. The aim of our study is to explore and analyze the diagnosis of attrition and 

abrasion by using squeeze net algorithms.  

2. Materials and Methods 

The ethical committee of Saveetha Dental College and Hospitals approved the study. The intra-oral 

photographs of attrition and abrasion were obtained from DIAS. A total of 100 photographs, out of 

which 50 were attrition-based and 50 were abrasion-based with expert manual labeling. After 
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retrieving and expert labeling, annotation and segmentation were done and subjected to 80 percent 

training and 20 percent testing for analysis.  

Squeezenet Architecture: 

SqueezeNet is a highly efficient deep-learning architecture designed for image classification tasks. It 

is characterized by its small model size while maintaining competitive accuracy compared to larger 

models. SqueezeNet is a convolutional neural network that uses Fire Modules to squeeze and expand 

layers to reduce dimensionality and representation capacity. It has reduced parameters, making it 

suitable for mobile and embedded applications. The architecture also includes pooling layers to 

maintain spatial hierarchies and reduce computational load. Global Average Pooling replaces fully 

connected layers in traditional networks, reducing model size and avoiding overfitting. Embeddings 

are used in healthcare and dental applications to represent patient characteristics, clinical signs, and 

other features for diagnosis and predictive analytics. 

SqueezeNet architecture combined with embeddings can be used to analyze tooth wear. The process 

involves gathering a dataset of images of dental conditions associated with attrition and abrasion, along 

with patient data. The images are processed to train the SqueezeNet model, while the patient data is 

transformed into embeddings. SqueezeNet extracts features from dental images and learning patterns 

indicative of tooth wear. Embeddings are created for categorical variables and features related to tooth 

wear, such as bruxism severity, oral hygiene practices, and diet. The output features from the 

SqueezeNet and the generated embeddings are combined, resulting in a robust predictive model. The 

integrated model can be used to classify tooth wear types or predict the risk of progression of attrition 

and abrasion. This hybrid approach can enhance diagnostic processes and tailor interventions based 

on individual risks and conditions, ultimately improving patient outcomes in dental health. 

A. Random Forest Architecture 

Random Forest is an ensemble learning method commonly used for classification and regression tasks. 

Random Forest is a machine-learning model that uses multiple decision trees to construct models 

during training time. The architecture consists of an ensemble of decision trees, each constructed 

independently from a bootstrap sample. Bagging reduces variance and prevents overfitting, while 

feature randomness adds an additional layer of randomness. Each tree is built by recursively splitting 

data based on the feature that leads to the best separation, using metrics like Gini impurity or entropy 

for classification tasks and mean squared error (MSE) for regression tasks. 

Predictions are made using the ensemble, with the final prediction determined by majority voting for 

classification tasks and averaged for regression tasks. Random Forest provides insights into the 

importance of each feature in making predictions and identifying which features are most influential. 

Out-of-bag (OOB) error estimation estimates the model's performance, measuring how well the model 

generalizes. This method excels in accuracy, resilience to overfitting, and ease of use, making it a 

popular choice in many machine learning applications. 

B. Logistics Regression Architecture 

Logistic Regression is a probabilistic framework for binary classification problems where the outcome 

variable takes on two possible values. It involves a linear combination of input features, represented 

mathematically as z = \beta_0 + \beta_1 x_1 + \beta_2 x_2 +... + \beta_n x_n. The output of this linear 

combination is transformed using the sigmoid function, which squashes the output to a range between 

0 and 1. This transformation allows the model to predict probabilities indicating the likelihood of the 

positive class. 

The sigmoid function gives the predicted probability that an instance belongs to the positive class. The 

model uses a threshold to convert predicted probabilities into class labels, creating a decision boundary 

at the threshold. The cost function is trained using maximum likelihood estimation, often using binary 

cross-entropy (or log loss) to measure the difference between predicted probabilities and actual labels. 
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Optimization techniques, such as gradient descent, are employed to find the optimal weights that 

minimize the cost function. 

Logistic Regression can be extended to multinomial logistic Regression for multiclass classification 

problems, using multiple binary classifiers or a generalization of the logistic function. Its 

interpretability is one of its advantages, as the coefficients associated with each feature can be 

interpreted as the change in the log odds of the outcome for a one-unit increase in the feature. 

3. Results 

The Random Forest model had a good discriminative ability, with an AUC of 0.872, indicating perfect 

discrimination. Logistic Regression, on the other hand, showed slightly better performance, suggesting 

it might be marginally more effective at distinguishing between the presence and absence of 

conditions. The CA (Classification Accuracy) measured the proportion of true results among the cases 

examined. The Logistic Regression model outperformed Random Forest regarding overall accuracy 

by about 3.2%, indicating it correctly predicted a higher proportion of cases. The F1 score, the 

harmonic mean of precision and recall, was higher in Logistic Regression than in Random Forest, 

suggesting it is better at balancing the two. The Logistic Regression model also had a higher precision, 

indicating fewer false positives than Random Forest. In conclusion, the Logistic Regression model 

outperforms the Random Forest model in predicting attrition and cervical abrasion using clinical 

images, achieving better accuracy, F1 score, precision, and recall.  

Table 1 Evaluates the performance of two predictive models, Random Forest, and Logistic 

Regression, in predicting attrition and cervical abrasion using clinical images. 

Model AUC CA F1 Precision Recall 

Random Forest 0.872 0.684 0.664 0.663 0.684 

Logistic Regression 0.875 0.716 0.721 0.730 0.716 

 

Fig. 1. Shows the confusion matrix of random forest with predicted versus actual across attrition and 

abrasion. 

Overall, the model achieves its highest accuracy with Class A, which shows minimal misclassification 

(375 correct vs. 2 incorrect). This indicates the model has strong predictive power for the features that 

characterize Class A. However, there is substantial confusion between Class B and Class C: while 

Class B logs only 21 correct predictions and a large number misclassified as C, Class C is similarly 

misclassified into B, indicating a mutual overlap in their feature sets. 

Class D demonstrates moderate accuracy, with 10 correct predictions but a notable number 

misclassified as A, implying potential data imbalance or insufficient differentiation in features between 

these two classes. Class E is the least recognized, with no correct predictions; instances are scattered 

among Classes A, B, and C, pointing to the likelihood of too few data samples for E or a lack of distinct 
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features that would separate it from other classes. In summary, although the model is quite effective 

for Class A, it needs improvement in distinguishing B from C, reducing overlap between D and A, and 

properly learning the characteristics of Class E. 

 

Fig.2. Shows the confusion matrix of Logistic Regression with predicted versus actual across 

attrition and abrasion. 

 

Fig. .3. Shows the ROC curve of attrition and abrasion, with logistics regression showing better 

accuracy. 

 

Fig.4. Cervical abrasion using clinical images 
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4. Discussion 

Evaluated a deep learning method for diagnosis in various dentistry departments, such as endodontics, 

periodontics, and orthodontics. The algorithm's specificity and accuracy of diagnosis were 81.8% and 

83.3%, respectively, equivalent to clinical professionals' 81.1% and 83.2% values. According to the 

author, deep learning models have ensured that AI is used in dentistry safely and controlled, ensuring 

that humans can oversee treatment and make knowledgeable decisions [11], [12]. Similarly, used AI 

for caries detection, Because of their significantly higher sensitivity (0.81; 0.74-0.87 compared with 

0.72; 0.64-0.79; p0.05) and unaffected specificity (p>0.05), AI demonstrated a significantly higher 

mean (95% CI) area under the Receiver-Operating-Characteristics curve than those without AI (0.85; 

0.83-0.86; p0.05).AI can improve dentists' diagnostic precision, mostly by sharpening their senses for 

spotting enamel abnormalities, but it may also lead to more invasive treatment choices.  

The current study showed that the AI model demonstrated high accuracy and reliability in detecting 

and identifying attrition and abrasion. The Random Forest model demonstrated perfect discrimination, 

but Logistic Regression performed slightly better in distinguishing between conditions. It 

outperformed Random Forest by 3.2% in overall accuracy, indicating a higher proportion of cases 

correctly predicted. Logistic Regression also had a higher F1 score, indicating a balance between 

precision and recall. It also had higher precision, indicating fewer false positives. In conclusion, 

Logistic Regression outperforms Random Forest in predicting attrition and cervical abrasion using 

clinical images, achieving better accuracy, F1 score, precision, and recall. (fig-2,3,4) (Table 1).  

Future directions for predictive model optimization include using advanced algorithms like gradient 

boosting or neural networks, incorporating additional features like demographic and longitudinal 

clinical data, using k-fold cross-validation techniques, real-world validation in clinical settings, and 

integrating interpretability tools like SHAP values [13], [14], [15]. However, limitations include data 

quality, overfitting risk, limited complexity, interpretability issues, and the need for dynamic 

approaches for evolving patient profiles. These limitations may affect model performance and require 

further exploration and development to improve predictive accuracy. 

Meanwhile, according to our experiments, the model can also localize the two types of findings: 

attrition and abrasion on clinical photos. The AUC of our research was 87% in both attrition and 

abrasion [15], [16], [17]. Overall, the present study shows the potential of deep learning for enabling 

the screening of dental diseases among large populations. With the help of intraoral clinical pictures 

that may be taken with smartphones and other widely accessible devices, deep learning promises to 

enable the cost-effective screening of dental problems across broad populations. This study's findings 

align with those of prior investigations that have shown neural networks' capacity to detect and classify 

dental cavities in a manner comparable to that of skilled dentists. The findings of this study have 

significant implications for clinical practice. Machine learning algorithms can be useful in improving 

the accuracy and efficiency of detection and classification of dental caries. Automated detection and 

classification can assist clinicians in the early diagnosis of dental caries, thereby enabling preventive 

measures to be implemented [18-20].  

5. Conclusion 

The analysis of Logistic Regression and Random Forest algorithms for predicting dental outcomes 

shows promising accuracy. However, limitations like data quality issues and overfitting may affect 

performance. Future directions should focus on advanced optimization strategies, robust cross-

validation methods, and integrating additional features. Model explainability is crucial for clinicians 

to trust predictions. Validating these models in real-world clinical environments is essential to 

determine their effectiveness and reliability in improving patient care in dentistry. 
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