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Abstract:  

As CMOS technology approaches its physical limits, new alternatives are being 

investigated to improve computational performance and energy efficiency. 

Cryogenic computing offers a viable solution, enhancing computing speeds 

without the need for further scaling. However, the issue of the "memory wall" 

continues to challenge traditional von-Neumann architectures, even under 

cryogenic conditions. To address this, logic-in-memory Computing architectures, 

which enable computation within the memory unit, provide benefits by 

minimizing data transfer between the memory and processing units. This reduces 

energy consumption and cooling costs at low temperatures. In this study, we 

introduce CryoLiMC, a cryogenic logic-in-memory Computing framework using 

a non-volatile memory system based on the quantum anomalous Hall effect 

(QAHE). This memory system enhances energy efficiency, resilience to process 

variations, and scalability. With Moore's Law slowing down, alternative 

technologies such as memristive devices and resistance-switching memories show 

promise in overcoming the memory wall by enabling computation within memory 

arrays. Additionally, the potential of majority logic as a Boolean logic primitive 

for in-memory computing is explored, particularly in the context of memristive 

systems. The paper also examines the use of majority gates in quantum cellular 

automata (QCA), offering methods to simplify Boolean functions and minimize 

hardware requirements in QCA designs. 

 

INTRODUCTION 

The growing interest in quantum computing, space electronics, and superconducting circuits has driven 

significant advancements in cryogenic data storage technologies. Cryogenic in-memory computing 

offers remarkable energy efficiency, addressing the memory bottleneck in both classical and quantum 

computing while mitigating cooling challenges in cryogenic systems. Beyond traditional computing, 

cryogenic memory plays a crucial role in the development of quantum computers, which have the 
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potential to tackle complex scientific and commercial problems that are infeasible for classical systems 

to solve within a reasonable timeframe. Quantum computers can expedite tasks involving number 

theory, algebra, and optimization [1]. Nevertheless, the absence of an effective cryogenic memory 

solution remains a significant hurdle in building scalable quantum computing systems. This review 

presents a novel approach to enhancing computational efficiency at cryogenic temperatures by 

integrating logic operations directly within memory units. This method leverages the Quantum 

Anomalous Hall Effect (QAHE) to implement majority logic gates, facilitating bit-serial addition in a 

cryogenic environment [2].  

For energy-efficient operations, compute-in-memory (CiM) architectures have been investigated for 

both cryogenic and ambient temperatures. These architectures perform computation directly within 

memory arrays, utilizing volatile memory like SRAMs [3,4,5] and DRAMs [4,6,7], as well as non-volatile 

options such as RRAMs [8.9.10], MRAMs [11,12,13,14], FeRAMs [15,16,17], and PCMs [18,19]. The CryoCiM 

platform, leveraging the Quantum Anomalous Hall Effect, eliminates the need for energy-intensive data 

transfers between processing and memory units, significantly enhancing energy efficiency. 

Majority logic, a form of Boolean logic, is considered an effective logic primitive due to its strong 

expressive capabilities. This review evaluates the efficiency of majority logic in the context of in-

memory computing. Traditional CMOS technology supports diverse logic gates like NAND, NOR, and 

XOR, whereas in-memory computing often relies on a single type of gate (e.g., only IMPLY, NAND, 

or MAJORITY). Given this, memristive logic systems capable of implementing MAJORITY and NOT 

gates (ensuring functional completeness) are preferable for in-memory designs. A comparison of one-

bit full adders created with various logic primitives highlights the advantages of majority-based designs. 

Furthermore, to explore whether this efficiency scales, eight-bit adders using different logic primitives 

are analyzed within memory arrays [20]. 

Need for Cryogenic Memory 

Cryogenic memories play a vital role in quantum technologies. A standard quantum computer typically 

consists of three key components: quantum qubits, a control processor, and a memory block shown in 

fig.1. 

 

Fig. 1: (a) Quantum Computing Hardware Stack with Cryogenic Layers 

 (b) Computing Speed vs. Energy Requirement 

Quantum Computing Hardware Stack with Cryogenic Layers: 

This diagram illustrates a typical quantum computing system organized across multiple temperature 

stages, each with distinct components: 
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• 300 K (Room Temperature): This is where the classical control hardware and host memory 

reside, interfacing with the quantum processor through digital-to-analog converters and signal 

processing units [21]. 

• 77 K (Liquid Nitrogen Temperature): Cryogenic CMOS (Complementary Metal-Oxide-

Semiconductor) memory and low-density interconnects, which help reduce thermal noise while 

still enabling communication with room-temperature electronics [22]. 

• 4.2 K (Liquid Helium Temperature): Superconducting processors and memory operate here. 

At this stage, superconducting materials can carry signals without resistance, minimizing 

energy loss [23]. 

• 0.1 K & 20 mK (Millikelvin Range): The superconducting qubits operate in dilution 

refrigerators at ultra-low temperatures to maintain quantum coherence. These conditions 

suppress thermal noise and extend qubit lifetimes [24]. 

Computing Speed vs. Energy Requirement: 

This panel shows the trade-off between computing speed and energy requirements across temperature 

stages: 

• Computing Speed (Green): Increases exponentially as we move to lower temperatures, 

reaching up to a billion times faster operations near the qubits. 

• Energy Requirement (Blue): Decreases significantly at lower temperatures, highlighting the 

efficiency of quantum operations compared to classical systems. 

The figure emphasizes how quantum systems leverage extreme cryogenic cooling to enable high-speed, 

low-power computation — essential for scaling up quantum processors [25]. 

QAHE-based memory system 

A typical structure of a memory cell connected in series with a selector device, commonly used in 

resistive random-access memory (RRAM) or other emerging non-volatile memory technologies shown 

in fig.2. 

 

Figure (2): One cell structure of the QAHE-based memory system, contains a QAHE-base 

memory cell and a mixed-ionic-electronic-conduction (MIEC) material-based selector. 

• Memory Cell: The top component represents the memory cell, which stores data as different 

resistance states. In RRAM, for instance, this could be a metal-oxide layer that switches between 

high-resistance and low-resistance states depending on the applied voltage. These resistance states 

encode binary data (0s and 1s) [26]. 
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• Selector: Below the memory cell is a selector device, which is used to control access to the memory 

cell. This prevents sneak-path currents in crossbar arrays, improving read and write accuracy. 

Selectors can be diodes, transistors, or even two-terminal devices like threshold switching elements 
[27]. 

• Bias Voltages (VBias+ and VBias-): Bias voltages are applied across the memory cell and selector to 

program or read the memory state. VBias+ and VBias- control the voltage across the stack, and the 

resulting current (IBias)indicates the cell’s resistance state. 

• Current Flow (IBias): The bias current flows through both the selector and memory cell, allowing 

the resistance state to be determined during a read operation or modified during a write operation. 

Cryogenic CiM based on QAHE 

In the memory array, to activate a cell for read and logic operations, a suitable voltage is applied between 

the bit-line (BL) and word-line (WL) which creates the read current through the corresponding memory 

cell is shown in Fig.3. 

 

Figure (3): (a) QAHE-based cryogenic CiM structure. (b) Schematics of the reference generator 

and the sense amplifier. (c) Truth table for the 2-input logic operations and the corresponding 

voltage levels for different logic combinations. (d) Conditions for choosing the reference voltages 

for read and in-memory logic operations such as NAND, NOR, and XOR. 

(a) Crossbar Memory Array and Sense Amplifiers: The left part of the figure shows a crossbar 

memory array, where each memory cell consists of a memory element (M) and a selector device (S). 

Word lines (WL) and bit lines (BL) control the access to each cell. When a word line is activated, the 

voltage of the corresponding bit line is amplified and sensed by a voltage amplifier (gain AV = 103) 

before being sent to a sense amplifier. 

This structure is similar to resistive RAM (RRAM)-based architectures, where the resistance state of a 

memory cell determines its stored value, and selectors prevent sneak-path currents, a common issue in 

crossbar designs [28]. 

(b) Reference Generator and Sense Amplifier Design: The reference generator produces different 

reference voltages depending on the opcode: 

• Read: VREF1 and VREF2  are set for reading the state of the cell. 

• Logic Operations (NAND, NOR, XOR): Different voltage conditions are generated to execute 

the desired logic directly in-memory. 
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The sense amplifier (right side of (b)) compares the input voltage with the reference voltage using two 

voltage comparators (VC1 and VC2) and generates the output logic value. 

Such designs are inspired by state-of-the-art processing-in-memory (PIM) techniques, which aim to 

reduce data movement and enhance energy efficiency [29]. 

(c) Truth Table and Logic Operations: The truth table shows how logic operations are implemented 

using voltage levels: 

• NAND, NOR, and XOR are realized by mapping the voltage combinations of two input cells 

directly to logic results. 

• For example, for NAND, V00=2×V[x1∨x2] determines the result. 

This approach is akin to prior work in memristor-based logic-in-memory architectures [30]. 

(d) Opcode and Voltage Conditions: The opcode dictates the operation: 

• Read: Detect the cell state by comparing the sensed voltage against reference voltages. 

• Logic operations: Apply specific conditions on reference voltages (VREF1 and VREF2 ) to 

distinguish between different logic states. 

The idea of using voltage-based comparisons for logic operations is closely related to threshold logic 

design in non-volatile memory devices [31]. 

Compute-in-memory Majority logic in QAHE-based memory 

Majority logic is a fundamental concept in Boolean logic, where the output is '1' if the majority of inputs 

are '1'. Figure 4(a) illustrates the symbols and truth tables for 3-input and 5-input Majority gates. The 

Boolean expression for a 3-input Majority gate is given by: 

                                    Maj (a, b, c) = (a & b) | (b & c) | (c & a)                                         (1) 

Here, 'a', 'b', and 'c' represent the inputs. The concept of Majority logic emerged in the 1960s, and since 

then, various advanced technologies have been explored to implement it. These include spin waves, 

single-electron tunnelling, quantum dot cellular automata, nanomagnetic logic, and superconducting 

Josephson junctions. 
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Figure (4): (a) Truth tables for 3-input and 5-input Majority logic. Implementation of (b) AND 

and OR gates, and (c) full adder using Majority logic. (d) Logic level and (e) in-memory 

implementation of full adder using NAND, NOR, and Majority. The use of Majority logic reduces 

the logical depth and number of cycles. 

The benefits of Majority logic include the ability to construct other logic gates like AND and OR (Fig. 

4(b)), and in some technologies, such as quantum dot cellular automata, it offers a more straightforward 

and efficient implementation compared to gates like NAND, NOR, and XOR. This logic is particularly 

advantageous for arithmetic-intensive systems, as it reduces the number of gates and lowers logical 

depth by up to 33% compared to AND-based designs [32,33,34]. 

In Compute-in-Memory (CiM) architectures, typically a single logic primitive (like NAND or NOR) is 

implemented, and other functions are built from that. However, this approach increases the number of 

logic levels. For instance, creating a XOR gate with NAND logic requires a sequence of four operations. 

In contrast, a 1-bit full adder can be designed with just one 3-input and one 5-input Majority gate (Fig. 

4(c)), using the simplified logic expressions: 

Sum = Maj (A, B, Cin, Cout, Cout)      

and                                              

Cout = Maj (A, B, Cin)      (2) 

Figure 4(d) demonstrates that this Majority gate-based approach reduces logic levels by 50% (or 

57.14% for NOR) compared to NAND/NOR implementations [34]. When applied to in-memory systems, 

Majority logic reduces the required cycles by up to 60% compared to NAND/NOR-based full adder 

designs (Fig. 4(e)) [34]. 

This work introduces a cryogenic in-memory Majority logic, which is used to create a full adder — a 

critical component in processors for quantum computers, cryogenic systems, and spacecraft control 

units [35]. We leverage a quantum anomalous Hall effect (QAHE)-based memory array [36] to achieve 

this.  

QAHE arrays have two useful properties for Majority logic:  

(i) during read operations, cells produce a positive (or negative) Hall voltage for logic 

'0' ('1'), and  

(ii) the voltages of all cells in a row are algebraically summed. These features result in 

a direct Majority output, simplifying peripheral circuit design and enhancing 

system efficiency. 

TABLE 1. Implementation of 3-input and 5-input in-memory Majority logic in  

QAHE-based memory. 
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In a QAHE-based memory system, the Majority function can be realized by detecting voltage levels 

when an odd number of cells are activated in a row. These voltage levels, which are either positive or 

negative, represent the two logical states ('1' and '0'). Table 1 outlines the truth table and corresponding 

voltage levels for 3-input and 5-input Majority operations. This approach simplifies the implementation, 

requiring only a basic voltage comparator during the read process. The QAHE memory system offers 

unique benefits: (i) distinct voltage levels with opposite polarities for the two memory states and (ii) 

the cumulative high voltage generated by all cells in a row. Notably, this voltage-level distinction 

remains consistent regardless of the number of inputs (e.g., 3, 5, or 7), as illustrated in Table 1. 

Memristive Logic 

Memristors belong to a new category of Non-Volatile Memory (NVM) devices that retain data by 

changing resistance. When subjected to voltage or current, their resistance transitions between a Low 

Resistance State (LRS) and a High Resistance State (HRS). The term 'memristor' originates from the 

combination of 'memory' and 'resistor,' highlighting its ability to store information through resistance 

changes. 

Two widely used configurations for constructing a memory array with such devices are the 1Transistor-

1 Resistor (1T–1R) and the 1 Selector-1 Resistor (1S–1R), as depicted in Figure 5a. The 1T–1R 

configuration incorporates a transistor as an access device for each memory cell, enabling selective 

access to individual cells without disrupting adjacent ones in the array [37,38]. On the other hand, the 1S–

1R configuration employs a two-terminal component known as a ‘selector,’ which exhibits diode-like 

behavior. This selector is integrated in series with the memristive device. Various types of selectors have 

been experimentally validated in previous studies [39,40,41,42]. 

The 1S–1R structure is efficient in terms of area utilization; however, it encounters a sneak-path issue 

since programming (reading or writing) a specific cell unavoidably affects its neighboring cells [43]. 

 

Figure (5): (a) 1S–1R and 1T–1R configuration of memristive memory array (b) If resistance is 

the only state variable, a memristive logic is said to be stateful. If voltage is also used in addition 

to resistance, it is said to be non-stateful (c) 1-bit full adder in terms of NOR gates [44], NAND 

gates [45,46] and majority gates [47]; Majority logic achieves less logical depth than NAND/NOR for 

1-bit full adder. 

A NOR gate is considered ‘functionally complete’ as it can be used to express any Boolean logic 

operation. Consequently, designing a NOR gate with memristive devices enables the implementation 

of any Boolean logic function using these devices. Based on the state variable utilized for computation, 

memristive logic families are categorized as either stateful or non-stateful. A memristive logic family is 

termed stateful when the Boolean variable is solely represented by the internal state of the memristor, 
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specifically its resistance, and computation is carried out by modifying this state [48]. Conversely, if 

voltage is employed alongside resistance, the logic family is classified as non-stateful (Fig. 5b). 

In the NAND-based logic family discussed in [49], the XOR gate is realized through a sequence of four 

NAND operations. This suggests that when a memristive logic family relies on a weak fundamental 

logic primitive, all in-memory computations based on that family become inefficient, requiring lengthy 

sequences of operations. For instance, as illustrated in Fig. 5c, a 1-bit full adder can be represented 

using a specific logic primitive (NOR/NAND/Majority) to enable in-memory implementation. Utilizing 

stronger logic primitives, such as majority, can help reduce latency. This review aims to emphasize the 

advantages of memristive logic families that adopt majority as the core logic primitive (alongside NOT, 

since majority alone is functionally incomplete). 

In-Memory Majority Logic 

The concept of executing an in-memory majority gate within V–R and R–V logic is examined, along 

with an analysis of its respective benefits and limitations. 

➢ V–R Majority Logic: 

In an RRAM array (1S–1R), the majority gate is realized by applying two of its input signals 

as voltages at the word line (WL) and bit line (BL), while the third input corresponds to the 

initial state of the RRAM. The resulting output is the updated non-volatile state of the device. 

This method of implementing a majority function is referred to as V–R logic. However, more 

precisely, it should be termed VandR–R logic, as the third input is determined by the resistance 

of the RRAM’s initial state. 

 

Table 2. Establishing the link between the majority function and Resistive RAM. 

 

The fourth column of Table 2 presents M3 (A, B, C), which represents the 3-input majority function 

derived from the first three columns. This function is defined as M3 (A, B, C) = AB + BC + AC. To 

illustrate how a Resistive RAM cell can realize the majority function, consider the Boolean variable C 

from Table 1, which corresponds to the initial state of a memory cell—where logic 0 is associated with 

the high-resistance state (HRS) and logic 1 corresponds to the low-resistance state (LRS). 

Assuming that the RRAM cell storing C exhibits a symmetric switching characteristic, its internal 

resistance transitions from a high-resistance state (HRS) to a low-resistance state (LRS) when subjected 

to a voltage of VSET. Conversely, applying -VSET shifts the resistance from LRS back to HRS. Similar 

to CMOS technology, a high voltage, designated as VSET, represents logic 1, while logic 0 is defined 

as ground. 
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Figure (6): Illustration of V–R majority logic. Arrow indicates the state transition, which depends 

on the initial state of the RRAM cell C and the voltage applied across its terminals (A, B); dotted 

lines indicate the state variable of C, which is resistance, while A and B are voltages [50]. 

When inputs A and B are applied to the two terminals of an RRAM cell, the cell's state either remains 

unchanged or transitions based on its initial condition. Figure 6 demonstrates the various combinations 

of (A, B, C) acting on an RRAM cell. Specifically, when A is set to logic 1 and B to logic 0, the voltage 

applied across the cell corresponds to VSET, leading to a switch from HRS to LRS or vice versa. 

However, when A and B share the same value (either 0,0 or 1,1), the state of the memristor remains 

unaltered. This behavior introduces a novel Boolean function known as ‘Resistive Majority,’ RM3(A, 

B, C), which determines the resulting non-volatile state based on the initial internal condition C and the 

voltages applied at the terminals. Importantly, RM3(A, B, C) aligns with M3(A, B, C), as presented in 

Table 1. Complex logic functions can be effectively represented and manipulated using RM3 operators 

within Majority-Inverter Graphs (MIG), a logic framework composed of three-input majority nodes 

along with regular and complemented edges [51]. As detailed in [50], the authors illustrate how an eight-

bit adder can be formulated using MIGs and subsequently implemented within a memristive memory 

array by leveraging the resistive majority function. 

➢ R–V Majority Logic: 

A majority gate is utilized during the read operation of a 1T–1R array, where the resistances of the 

memory cells serve as the inputs, and the output is detected as a voltage, forming an R–V logic system. 

In this configuration, an array of RRAM cells is structured in a 1T-1R arrangement, as illustrated in 

Figure 7. Each cell's state can be accessed or modified by selecting the corresponding wordline (WL) 

and applying the appropriate voltage across the bitline (BL) and sourceline (SL). During a read 

operation, if three rows are activated simultaneously (Rows 1 to 3 in Figure 7a), the resistances in 

column 1 effectively form a parallel network, assuming negligible parasitic resistance from BL and SL. 
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Figure (7): (a) In-memory majority gate proposed in [52,53]: When three rows are activated (WL1−3 

) simultaneously in a 1T-1R array, the three resistances RA, RB, RC will be in parallel (Inputs of 

the majority gate A, B, C are represented as resistances RA, RB, RC). An ‘in-memory’ majority 

gate can be implemented by accurately sensing the effective resistance Re f f during READ. (b) 

NOT operation implemented with a 2:1 multiplexer at the output of the SA. With majority and 

NOT gate implemented as READ, multiple levels of logic can be executed by writing the data 

back to the array, simplifying computing to READ and WRITE operations in memory. Multiple 

majority gates can be executed in parallel in the memory array, thereby reducing latency of in-

memory computation. 

A current-mode SA is utilized in [52], while a time-based SA is employed in [53] to ensure the majority 

gate operates correctly, even in the presence of typical RRAM variations. It is important to highlight 

that, unlike NAND and NOR gates, the majority gate alone does not constitute a functionally complete 

logic. However, when combined with a NOT gate, it becomes functionally complete, meaning any 

Boolean logic function can be realized using majority and NOT gates [51]. To achieve this, a NOT gate 

is implemented by capturing the inverted output of the SA, as demonstrated in Figure 7b. 

A pictorial representation of the comparison between V–R logic and R–V logic is shown in Figure 8. In 

the V–R approach [54,55,56], the majority gate inputs are applied as voltages at WL/BL within the memory. 

This method alters the conventional role of row/column decoders, which are typically responsible for 

selecting rows or columns in a memory array. Consequently, the peripheral circuitry becomes more 

complex, requiring substantial modifications in the row/column decoders to handle both row selection 

during standard memory operations and input application during majority operations. On the other hand, 

the R–V implementation [52,53] preserves the traditional functionality of row/column decoders with only 

a slight modification—enhancing the row decoder to enable the selection of three rows during majority 

operations, which can be implemented using interleaved decoders [53]. Additionally, R–V logic [52,53] 

facilitates parallel processing, as multiple gates can be mapped onto the same set of rows, as 

demonstrated in Figure 8. This characteristic supports the development of in-memory parallel-prefix 

adders and ternary computing [53]. 

 

Figure (8): (a) V–R majority gate [54,55,56], (b) R–V majority gate [52,53], and (c) when executing 

multiple gates in parallel, the majority gates from [54,55,56] must be arranged diagonally, as 

executing two gates within the same row or column is not feasible. 

Proposed In-Memory One-Bit Full Adders Using QCA  

Fig. 9 a) shows the Approximate Adder (AA1). In this design, the sum output is achieved by the one 

majority gate with an input of A, B and ~C. Then the carry is generated from the one majority gate with 

an input of A, B and C. The majority gate count for this design is 2.  

The function of the sum and the carry are given by: 
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C0 = m(a, b, c) ;  

Sum = m(a, b, ~c) ; 

 

Figure (9): Full adder using Majority logic, logic level and in-memory implementation of full 

adder using Majority gate and inverter. The use of Majority logic reduces the logical depth and 

number of cycles. 

Fig.9 b) shows the Approximate Adder (AA2). In this design, the sum output is achieved by the one 

majority gate with an input of A, ~B and C. Then the carry is generated from the one majority gate with 

an input of A, B and C. The majority gate count for this design is 2.  

The function of the sum and the carry are given by:  

C0 = m(a, b, c) ;  

Sum = m(a, ~b , c)) ; 

Fig.9 c) shows the Approximate Adder (AA3). In this design, the sum output is achieved by the one 

majority gate with an input of ~A, B and C. Then the carry is generated from the one majority gate with 

an input of A, B and C. The majority gate count for this design is 2.  

The function of the sum and the carry are given by:  

C0 = m(a, b, c) ;  

Sum = m(~a, b, c)) ; 

Fig.9 d) shows the Approximate Adder (AA4). In this design, the carry output is achieved by the one 

majority gate with an input of A, B and C. Then the sum is obtained from the inverted output of carry. 

The majority gate count for this design is 1. The function of the sum and the carry are given by: C0 = 

m(a, b, c) ; Sum = ~C0; 
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The full adder is the basic building block in the ripple carry adder, and most other adder circuits. A 

ripple carry adder is a digital circuit that produces the arithmetic sum of two binary numbers. It can be 

constructed with full adders connected in cascaded with the carry output from each full adder connected 

to the carry input of the next full adder in the chain. Fig. 10 shows the 4bit approximate adder (RCA) 

which is designed from the approximation adder 4(AA 4) with 45nm technology.  

 

Figure (10): 4-bit Ripple Carry Adder 

Table 3. Comparison table for various types of adders 

Types of adders No. of Majority gates No. of Inverters No. of Levels 

Normal FA [71, 72] 5 3 5 

Conventional FA [47, 73] 3 2 4 

Majority FA [32, 33, 34] 2 1 3 

AA1 2 1 2 

AA2 2 1 2 

AA3 2 1 2 

AA4 1 1 2 

 

From this table to know about that using the Approximate Adder4 (AA 4) instead of normal full adder 

we can reduce the circuit complexity. 

CONCLUSION 

In-memory computing is envisioned to provide a unique advantage for cryogenic systems by improving 

the energy efficiency and consequently, reducing the cooling issue. Here, proposed an in-memory adder 

based on Majority logic using the QAHE-based cryogenic memory. The proposed Approximate adder 

has been design using the QCA Designer tool in a cryogenic temperature with 45nm technology for in-

memory bit-serial computing. In this paper, Approximate Adder Using QCA has been presented that 

reduces the number of majority gates compared to the conventional full adder. From all the above, 

approximation Adder AA4 will give effective results in terms of area and error rate. The proposed 

Approximate Adder produces the accurate output rather than the exact output with low error rate. When 

the errors introduced by these approximations were reflected at a high level like signal processing 

algorithms the impact on output quality was very little. A decrease in the number of majority cells 

helped in reducing overall area when number of bits increases.  
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