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ABSTRACT 

The study examines the way semantic analysis of data from electronic health records (EHRs) is performed. 

Implementing machine learning (ML) is challenging, EHRs are essential for acquiring medical data because 

they include textual information from physicians about patients' ailments and treatment plans, supporting well-

informed public health decision-making. The goal of the study was to allow computers to semantically 

comprehend assessments, physical parts, indicators, and therapies in addition to implicitly identifying medical 

terms in EHRs. To efficiently identify medical phrases in electronic health records, a novel cubic support vector 

machine with a dipper-throated optimization (CSVM-DTO) strategy is suggested. This study uses tokenization 

as a pre-processing step for the data gathered from public sources. The semantic data of medical terminology 

is then extracted using the word-2-vector technique. Next, the named entities are found using the CSVM, and 

their efficiency is improved by implementing the DTO technique. Based on the experimental results, we can 

conclude that our suggested approach outperformed other current approaches in locating the identified entities 

inside the EHRs. 

 

 

1. Introduction 

Long-term health is a consequence of a complex interplay of genetics, lifestyle, environment, and diet, 

as well as persistent rejection of behaviors that compromise one's health [3]. In recent years, hospital 

or outpatient electronic health records (EHRs) have contained information about risk factors in addition 

to other health and/or disease-related data [1]. Patients are becoming more and more eager to provide 

healthcare providers with better and more data [6]. The objective is to compromise an arrangement for 

assessing natural language processing (NLP) methods in the background of public health based on past 

executions [2]. A key objective in natural language processing (NLP) is NER. In artificial intelligence 

(AI), the field of NLP aims to create computations and framework that can utilize information in the 

same way individuals interact [12]. NLP allows the inspection and withdrawal of data from 

unorganized foundations, as well as the mechanization of question-answering, sentiment examination, 

and text summarization [4]. Modern machine learning (ML) has generated the use of named entity 

recognition approaches; moreover, a diversity of deep learning (DL) techniques is used for entity 

recognition tasks [5]. The main objective of this study is to improve NER and healthcare phrase 

retrieval reliability by developing an effective semantic assessment system for EHR data. It offers to 

employ innovative methods for data analysis to motivate more accurate healthcare choices. 

1. Related work  

Kotechaet al. [13] proposed the CODE-EHR structure to enable an accurate and efficient use of 

healthcare data for research. Researchers and clinicians should adopt the CODE-EHR fundamental 

requirements architecture to enhance methodology accessibility and research design. The health digital 

state (HDS) and the smart EHR system, infrastructure architecture for EHRs intended to help medical 

practitioners make decisions based on the HDS, were both introduced by Serbanati [7]. The HDS 

influenced the body of information that guides medical practitioners' judgments about diagnosis and 

course of therapy. 488 patients with congenital heart disease who were dependent on a shunt for 

ventilation and had a single ventricle were taken [11]. A single-center prospective cohort research 

conducted between 2014 and 2019 found that patients were admitted to the cardiovascular intensive 

care unit before the second phase of palliative care. Ruiz et al. [8] routinely gathered EHR data for 

determined individuals at high risk of clinical deterioration by developing and assessing a multi-
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dimensional, information-driven framework. A retrospective, single-center study was conducted by 

Liu et al. [14] using a significant, longitudinal data set that was gathered from the largest tertiary 

hospital's HER [9]. The creation of a novel, dynamic, and easily interpreted System for Emergency 

Risk Triage (SERT) that uses ML and extensive EHRs to facilitate risk assessment in the ED. 

Alexander et al. [10] identified Alzheimer's disease (AD) patients using a previously validated rule-

based phenotyping method in Clinical Practice Research Data (CPRD) link primary care HER [15]. A 

variety of comorbidities, symptoms, and demographic characteristics were retrieved and included as 

patient attributes. Four distinct clustering techniques were evaluated to group AD patients and each 

approach used metrics of predicting outcome effectiveness, stability, replication in outside information 

sets, and creation of clusters. Clustering based on significant clinical consequences was contrasted. 

2. Methodology  

Data from the open-source platform are gathered and presented in this part. Tokenization is used for 

preprocessing the collected data, and word 2 vector methods are used to extract the properties. The 

development and use of a unique Cubic Support Vector Machine with Dipper Throated Optimization 

(CSVM-DTO) technique has shown significant gains in the recognition and extraction of healthcare 

terms and entities from EHRs. Figure 1 depicts the framework methodology. 

 

 

Figure 1 Framework methodology 

Dataset 

The data collection is in CSV format and includes 1447 records with unique patient IDs, demographics, 

hospital admission, and stay duration, illness conditions the patient is suffering from, discharge status, 

and the patient's destination [10 ]. 

Pre-processing using Tokenization 

Tokenization is the most important step in NLP, which is dividing text into discrete units like words, 

symbols, phrases, or tokens. DL models require this procedure to manage and interpret textual material 

efficiently. Tokenization greatly helps medical records, which include information about the patient's 

health. It enables organized analysis and the extraction of pertinent medical data that is embedded in 

the text. 

Feature extraction  

In word2vector, word illustrations are produced using word embeddings. The vectors with the capacity 

to encode words closer together in the vector space should have the same meaning. One type of model 

is a continuous skip-gram (CSG) and the other is a continuous bag of words (BoW) made up of the 

word2vector. Using the words to predict their neighboring words is the fundamental concept of the 

CSG. The continuous BoW quantified intelligence predicts words by using context words from a 

neighboring booth. The benefit of continually condensing the dispersed information in the data is 

logically implied by the continuous BoW model structure. 
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Cubic support vector machine with dipper throated optimization (CSVM-DTO)  

Cubic support vector machine (CSVM) 

Selecting a new classifier that works for the extremely compact collection of medical phrases is a 

critical and significant job after preprocessing and extracting features. To effectively recognize medical 

terms in electronic health records, the classifier makes distinctions. CSVM classifier is a modified 

version of the typical SVM algorithm that utilizes cubic kernels to improve its capabilities. Supervisory 

learning models are especially valuable in high-dimensional circumstances and are employed in issues 

involving regression and classification. CSVM mostly utilizes a cubic kernel, whereas standard SVMs 

implement linear, polynomial kernels. The SVM's potential to recognize complicated connections in 

the information that could not be separated by linearity is enhanced by the CSVM kernel function. The 

kernel function is defined in equation (1). 

𝑙(𝑤̅) = {
1  𝑖𝑓|𝑤̅|  ≤ 1
0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

          (1) 

These functions provide the advantageous characteristic space's innermost combination of two adjacent 

locations. Thus, it provides a concept of resemblance that requires low computational expenses and 

high three-dimensional area. A polynomial kernel function of order three is employed as indicated by 

the equation (2). 

𝐿(𝑤𝑗 , 𝑤𝑖) = (𝑤𝑗
𝑆. 𝑤𝑖 + 1)         (2) 

γ is a scaling variable. 

r is a coefficient that has translational potential. 

d is the degree of polynomial. 

𝐿(𝑤𝑗 , 𝑤𝑖) = (𝑤𝑗
𝑆. 𝑤𝑖 + 1)3         (3) 

Dipper throated optimization 

Dipper the distinctive hunting style of the throated bird is characterized by its quick bending motions, 

which are accentuated by its flawless white breasts. When the prey sees anything, it plunges headfirst 

into the water, even if the water is tumultuous and moving quickly. The Dipper Throated Optimization 

(DTO) method operates under the assumption that the birds are flying and swimming in search of food 

sources that are accessible to n birds. The following matrices can be used to describe the positions, 𝐴𝑂 

and velocities, 𝐴𝑈 of the birds. 

The following equation (4) serves as the foundation for the optimizer's initial DTO process, which 

updates the swimming bird's position. 

𝐴𝑂𝑚𝑒(𝑠 + 1) = 𝐴𝑂𝑏𝑒𝑠𝑡(𝑠) − 𝐷1. |𝐷2. 𝐴𝑂𝑏𝑒𝑠𝑡 − 𝐴𝑂𝑚𝑒(𝑠)                                                                   (4) 

𝐴𝑂𝑚𝑒(𝑠) Is a typical flying posture during the repetition𝑠, 𝐴𝑂𝑏𝑒𝑠𝑡is the ideal place for a bird, “.” is 

the multiplying of pairs, 𝐴𝑂𝑚𝑒(𝑠 + 1) the outcome's modified bird location. 

The following equation (5) is used to update the speed and location of the flying bird in the second 

DTO mechanism. The locations of the birds that flap have been revised.  

𝐴𝑂𝑚𝑒(𝑠 + 1) = 𝐴𝑂𝑚𝑒(𝑠) + 𝐴𝑈(𝑠 + 1)                                                                                              (5) 

𝐴𝑂𝑚𝑒(𝑠 + 1) Is the standard bird's altered position, with each bird's revised speed 𝐴𝑈(𝑠 + 1) is 

calculated in equation (6). 

𝐴𝑂(𝑠 + 1) = 𝐷3𝐴𝑂(𝑠) + 𝐷4𝑞2(𝐴𝑂𝑏𝑒𝑠𝑡(𝑠) − 𝐴𝑂𝑚𝑒(𝑠)) + 𝐷5𝑞2(𝐴𝑂𝐻𝑏𝑒𝑠𝑡 − 𝐴𝑂𝑚𝑒(𝑠))               (6) 

This equation (7) describes the DTO algorithm. 
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𝐴𝑂𝑚𝑒(𝑠 + 1) = {
𝐴𝑂𝑏𝑒𝑠𝑡(𝑠) − 𝐷1. |𝑁|  𝑖𝑓 𝑄 < 0.5

𝐴𝑂𝑚𝑒(𝑠) + 𝐴𝑈(𝑠 + 1)              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                            (7) 

𝑁 = 𝐷2; 𝐴𝑂𝑏𝑒𝑠𝑡(𝑠), 𝐴𝑂𝑚𝑒(𝑠) And  𝑄 is arbitrary range of [0, 1] 

The CSVM-DTO methodology outperforms in identifying and retrieving recognized items from 

electronic health records. 

 

3. Results and discussion 

We evaluate the effectiveness of the CSVM-DTO strategies under studies regarding determining 

medical phrases in EHR in terms of recall, f1 score, and precision in this investigation using a variety 

of established methods, including class-weighted long-short-term memory conditional random fields 

(CW-LSTM-CRF) [11], concept-enhanced named entity recognition model (CNER) [11], and CW-

(Bidirectional LSTM-CRF) [11]. The following accuracy and F1-Score numerical results are displayed 

in Table 1.  

Table 1 Numerical outcomes of precision, recall, F1-score 

Methods Recall (%) Precision (%) F1-Score (%) 

CNER 88.29 88.23 88.26 

CW-BLSTM-CRF 87.23 87.92 87.68 

CW-LSTM-CRF 87.56 86.87 87.12 

CSVM-DTO 

[Proposed] 
91.89 92.73 91.64 

 

Precision: The precision metric quantifies the percentage of accurately recognized medical terms 

among all terms detected by the algorithm. It shows that the favorable predictions made by the model 

are accurate, as defined in equation (8). Figure 2 compares the outcomes of precision. The precision 

was 92.73% when the recommended CSVM-DTO was used in contrast, lesser scores were obtained 

using other conventional techniques, including CNER (88.23%), CW-BLSTM-CRF (87.92%), and 

CW-LSTM-CRF (86.87%).  

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
                                                                                            (8) 

 

Figure 2 Precision 

Recall: Recall is the process of confirming that the suggested model produces beneficial results. 

Equation (9) defines the proportion of recall. Figure 3 displays the comparison of recall. When the 

suggested CSVM-DTO was utilized, the recall was 91.89%, which is higher than traditional 

approaches such as CW-BLSTM-CRF (87.23%), CNER (88.29%), and CW-LSTM-CRF (87.56%). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
                                                                                                 (9) 
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Figure 3 Recall 

F1 Score: The F1-score becomes essential for assessing phrase identification in light of the unequal 

distribution of classes. To ensure a trustworthy and significant EHR in the context of public health, 

this measure is crucial for balancing false positives and false negatives, which are defined by 

Equation (10). Figure 4 compares the outcomes and F1-score. Using the suggested CSVM-DTO, the 

F1-score was 91.64%, whereas other standard approaches, such as CW-LSTM-CRF (87.12%), CW-

BLSTM-CRF (87.68%), and CNER (88.26%), produced lower scores.  

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2×𝑟𝑒𝑐𝑎𝑙𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                                                                                                (10) 

 

Figure 4 F1-score 

 

4. Conclusion and future scope 

This study was determined by emphasizing the potential use of semantic methods for assessment for 

improving healthcare decision-making through the examination of EHR data. Data are collected from 

the open-source platform. The gathered data are preprocessed using tokenization and the attributes are 

extracted by word 2 vector techniques. Major improvements in the detection and extraction of 

healthcare records from EHRs have been demonstrated by establishing and implementing a distinctive 

CSVM-DTO approach. The CSVM-DTO methodology performed more effectively than prior methods 

for recognizing and obtaining recognized objects from EHRs. This innovation can substantially 

enhance public health decision-making by providing greater certainty on patient status and treatment 

results. CSVM-DTO achieves precision (92.73%), recall (91.89%), and f1-score (91.64%). It may be 

contingent heavily on quality and reliability of HER data. The model's future scope is evaluating 

interaction with advanced technologies like NLP and deep learning, which could improve the EHR 

analysis's semantic assessment skills and enhance patient outcomes and healthcare delivery. 
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